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1 Written specification

1.1 Overview

This document specifies a key encapsulation mechanism (KEM) based on Hoffstein, Pipher, and Silverman’s NTRU encryption scheme [19, 20]. The KEM is constructed using a generic transformation from a correct deterministic public key encryption scheme (correct DPKE). NTRU was originally described as a partially correct probabilistic public key encryption scheme (partially correct PPKE), and most instantiations in the literature are based on this PPKE (e.g., [9, 26, 24, 17, 18, 25]). However, a preprint of the NTRU paper circulated at CRYPTO’96 [19] describes how NTRU can be made both deterministic [19, Section 4.2] and perfectly correct [19, Section 4.3]. Modulo a few small changes introduced by Hülsing, Rijnveld, Schnack, and Schwabe in [25], the correct DPKE that we describe here is obtained by applying the preprint’s transformations for determinism and correctness to the PPKE from ANTS’98 [20].

The DPKE is parameterized by coprime positive integers \((n, p, q)\), sample spaces \((\mathcal{L}_f, \mathcal{L}_q, \mathcal{L}_r, \mathcal{L}_m)\), and an injection \(\text{Lift} : \mathcal{L}_n \rightarrow \mathbb{Z}[x]\). We recommend two narrowly defined families of parameter sets that we refer to as NTRU-HPS and NTRU-HRSS. The NTRU-HPS parameter sets follow Hoffstein, Pipher, and Silverman’s use of fixed-weight sample spaces [19, 20] and allow several choices of \(q\) for each \(n\). The NTRU-HRSS parameter sets follow Hülsing, Rijnveld, Schnack, and Schwabe’s use of arbitrary weight sample spaces [25] and fix \(q\) as a function of \(n\).

This submission is a merger of the NTRUEncrypt and NTRU-HRSS-KEM submissions. We have unified all aspects of the designs except for the use of fixed-weight sampling. In that regard, our NTRU-HPS parameter sets follow the NTRUEncrypt submission, and our NTRU-HRSS parameter sets follow the NTRU-HRSS-KEM submission. We continue to recommend ntruhrss701 (NTRU-HRSS with \(n = 701\)), which was the only parameter set recommended in the NTRU-HRSS-KEM submission. The move toward perfect correctness forces us to deprecate the parameter sets recommended in the NTRU-Encrypt submission. We have selected ntruhsps2048509 (NTRU-HPS with \(n = 509\) and \(q = 2048\)) and ntruhsps4096821 (NTRU-HPS with \(n = 821\) and \(q = 4096\)) to replace the NTRUEncrypt submission’s ntru-pke-443 and ntru-pke-743 parameter sets. We have also selected ntruhsps2048677 (NTRU-HPS with \(n = 677\) and \(q = 2048\)) as an alternative to ntruhrss701.

The KEM that we construct has a tight proof of IND-CCA2 security in the random oracle model (ROM) under the assumption that our DPKE is OW-CPA secure. It also has a tight proof of IND-CCA2 security in the quantum accessible random oracle model (QROM) under a non-standard assumption stated by Saito, Xagawa, and Yamakawa [35]. Our KEM is interoperable with the KEM constructed by Saito, Xagawa, and Yamakawa in [35, Section 5.1], but it can also be viewed as an application of the \(U_m^x\) transformation of Hofheinz, Hövelmanns, and Kiltz [21], or of the SimpleKEM transformation of Bernstein and Persichetti [3]. This is because our DPKE is slightly different from the NTRU DPKE proposed by Saito, Xagawa, and Yamakawa ([35, Figure 10]). Our DPKE achieves Bernstein and Persichetti’s notion of rigidity [5, Section 6] without applying “re-encryption.” This change affects the internal behavior of the KEM, but the result remains interoperable with the Saito–Xagawa–Yamakawa NTRU KEM.

1.2 Definitions

The following definitions are with respect to a fixed odd prime \(n\).

1. \((\mathbb{Z}/n)^\times\) is the multiplicative group of integers modulo \(n\).
2. \(\Phi_1\) is the polynomial \((x - 1)\).
3. \(\Phi_n\) is the polynomial \((x^n - 1)/(x - 1) = x^{n-1} + x^{n-2} + \cdots + 1\).
4. \(R\) is the quotient ring \(\mathbb{Z}[x]/(\Phi_1\Phi_n)\).
5. \(S\) is the quotient ring \(\mathbb{Z}[x]/(\Phi_n)\).
6. \(R/3\) is the quotient ring \(\mathbb{Z}[x]/(3, \Phi_1\Phi_n)\).
7. $R/q$ is the quotient ring $\mathbb{Z}[x]/(q, \Phi_1 \Phi_n)$. The canonical $R/q$-representative of $a \in \mathbb{Z}[x]$ is the unique polynomial $b \in \mathbb{Z}[x]$ of degree at most $n - 1$ with coefficients in $\{-q/2, -q/2 + 1, \ldots, q/2 - 1\}$ such that $a \equiv b \pmod{(q, \Phi_1 \Phi_n)}$. We write $R_q(a)$ for the canonical $R/q$-representative of $a$. We write $R_q(a)$ when the choice of representative is not normative.

8. $S/2$ is the quotient ring $\mathbb{Z}[x]/(2, \Phi_n)$. The canonical $S/2$-representative of $a \in \mathbb{Z}[x]$ is the unique polynomial $b \in \mathbb{Z}[x]$ of degree at most $n - 2$ with coefficients in $\{0, 1\}$ such that $a \equiv b \pmod{(2, \Phi_n)}$. We write $S_2(a)$ for the canonical $S/2$-representative of $a$. We write $S_2(a)$ when the choice of representative is not normative.

9. $S/3$ is the quotient ring $\mathbb{Z}[x]/(3, \Phi_n)$. The canonical $S/3$-representative of $a \in \mathbb{Z}[x]$ is the unique polynomial $b \in \mathbb{Z}[x]$ of degree at most $n - 2$ with coefficients in $\{-1, 0, 1\}$ such that $a \equiv b \pmod{(3, \Phi_n)}$. We write $S_3(a)$ for the canonical $S/3$-representative of $a$. We write $S_3(a)$ when the choice of representative is not normative.

10. $S/q$ is the quotient ring $\mathbb{Z}[x]/(q, \Phi_n)$. The canonical $S/q$-representative of $a \in \mathbb{Z}[x]$ is the unique polynomial $b \in \mathbb{Z}[x]$ of degree at most $n - 2$ with coefficients in $\{-q/2, -q/2 + 1, \ldots, q/2 - 1\}$ such that $a \equiv b \pmod{(q, \Phi_n)}$. We write $S_q(a)$ for the canonical $S/q$-representative of $a$. We write $S_q(a)$ when the choice of representative is not normative.

11. A polynomial is **ternary** if its coefficients are in $\{-1, 0, 1\}$.

12. A ternary polynomial $v = \sum_i v_i x^i$ has the **non-negative correlation** property if $\sum_i v_i v_{i+1} \geq 0$.

13. $\mathcal{T}$ is the set of non-zero ternary polynomials of degree at most $n - 2$. Equivalently, $\mathcal{T}$ is the set of canonical $S/3$-representatives.

14. $\mathcal{T}_+$ is the subset of $\mathcal{T}$ consisting of polynomials with the non-negative correlation property.

15. $\mathcal{T}(d)$, for an even positive integer $d$, is the subset of $\mathcal{T}$ consisting of polynomials that have exactly $d/2$ coefficients equal to $+1$ and $d/2$ coefficients equal to $-1$.

### 1.3 Parameter sets

#### 1.3.1 NTRU

An NTRU parameter set is $(n, p, q, \mathcal{L}_f, \mathcal{L}_g, \mathcal{L}_r, \mathcal{L}_m, \text{Lift})$ where $n$, $p$, and $q$ are coprime positive integers; $\mathcal{L}_f$, $\mathcal{L}_g$, $\mathcal{L}_r$, and $\mathcal{L}_m$ are sets of integer polynomials; and Lift is an injection $\mathcal{L}_m \to \mathbb{Z}[x]$ for which $S_3(\text{Lift}(m)) = m$ for all $m \in \mathcal{L}_m$. An NTRU parameter set is **correct** if

$$ (p \cdot r \cdot g + f \cdot \text{Lift}(m)) \equiv (\Phi_1 \Phi_n) \pmod{1} $$

has coefficients in $\{-q/2, \ldots, q/2 - 1\}$ for all $(f, g, r, m) \in (\mathcal{L}_f, \mathcal{L}_g, \mathcal{L}_r, \mathcal{L}_m)$.

#### 1.3.2 NTRU-hps

An NTRU-hps parameter set is an NTRU parameter set for which

- $n$ is a prime and both 2 and 3 are of order $n - 1$ in $(\mathbb{Z}/n)^\times$,  
- $p = 3$,  
- $q$ is a power of two,  
- $\mathcal{L}_f = \mathcal{T}$,  
- $\mathcal{L}_g = \mathcal{T}(q/8 - 2)$,  
- $\mathcal{L}_r = \mathcal{T}$,  
- $\mathcal{L}_m = \mathcal{T}(q/8 - 2)$, and  
- Lift is the identity $m \to m$.  
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We only recommend parameter sets with \( q/8 - 2 \leq 2n/3 \). Parameter sets with larger \( q \) may replace the \( q/8 - 2 \) in the definition of \( L_g \) and \( L_m \). In either case, the parameters are correct; each coefficient in Eq. 1 is a sum of at most \( q/8 - 2 \) terms in \{0, \pm 1, \pm 2, \pm 3, \pm 4\}. Specific NTRU-HPS parameter sets are denoted ntruhsps[q][n], e.g. ntruhsps2048509 is NTRU-HPS with \( n = 509 \) and \( q = 2048 \). The recommended NTRU-HPS parameter sets are ntruhsps2048509, ntruhsps2048677, ntruhsps4096821.

### 1.3.3 NTRU-HRSS

An NTRU-HRSS parameter set is an NTRU parameter set for which
- \( n \) is a prime and both 2 and 3 are of order \( n - 1 \) in \((\mathbb{Z}/n)^x\),
- \( p = 3 \),
- \( q = 2^{7/2 + \log_2(n)} \),
- \( L_f = T_+ \),
- \( L_g = \{ \Phi_1 \cdot \mathbf{v} : \mathbf{v} \in T_+ \} \),
- \( L_r = T \),
- \( L_m = T \), and
- \( \text{Lift} \) is \( \mathbf{m} \mapsto \Phi_1 \cdot \mathbb{S}3(\mathbf{m}/\Phi_1) \).

These parameters are correct for any choice of \( q > 8\sqrt{2}(n - 1) \) \[25\]. The \( q \) recommended here is the smallest power of two that provides correctness. Specific NTRU-HRSS parameter sets are denoted ntruhrss[n], e.g. ntruhrss701 is NTRU-HRSS with \( n = 701 \). The recommended NTRU-HRSS parameter set is ntruhrss701.

### 1.4 Additional parameters

#### 1.4.1 Hash

A hash function.

**Recommended value:** SHA3_256

#### 1.4.2 Sample_fg

A routine for sampling from \( L_f \times L_g \).

**Recommended value:** The routine of Section 1.10.1.

**Note:** Sample_fg is listed as a parameter because the use of different routines will lead to different known answer test results. The choice of Sample_fg does not affect interoperability of otherwise identical parameter sets. The choice of Sample_fg may affect the derived constants sample_id_bits, sample_fixed_type_bits, and sample_key_bits. The choice may also affect security, see Section 6.4.1.

#### 1.4.3 Sample_rm

A routine for sampling from \( L_r \times L_m \).

**Recommended value:** The routine of Section 1.10.2.

**Note:** Sample_rm is listed as a parameter because the use of different routines will lead to different known answer test results. The choice of Sample_rm does not affect interoperability of otherwise identical parameter sets. The choice of Sample_rm may affect the derived constants sample_id_bits, sample_fixed_type_bits, and sample_plaintext_bits. The choice may also affect security, see Section 6.4.1.
1.4.4  
key_seed_bits

The number of random bits consumed by KeyGen. [1.12.1]  

Recommended value: sample_key_bits + prf_key_bits

1.5  Derived constants

1.5.1  logq

**Formula:** $\log_2(q)$

1.5.2  sample_iid_bits

The number of random bits consumed by the Ternary routine. [1.10.3]  

**Formula:** $8 \cdot (n - 1)$

1.5.3  sample_fixed_type_bits

The number of random bits consumed by the Fixed_Type routine. [1.10.5]  

**Formula:** $30 \cdot (n - 1)$

1.5.4  sample_key_bits

The number of random bits consumed by the Sample_fg routine. [1.10.1]  

**Formula:** $\begin{cases} 
\text{sample_iid_bits} + \text{sample_iid_bits} & \text{(NTRU-HRSS)} \\
\text{sample_iid_bits} + \text{sample_fixed_type_bits} & \text{(NTRU-HPS)}
\end{cases}$

1.5.5  sample_plaintext_bits

The number of random bits consumed by the Sample_rm routine. [1.10.2]  

**Formula:** $\begin{cases} 
\text{sample_iid_bits} + \text{sample_iid_bits} & \text{(NTRU-HRSS)} \\
\text{sample_iid_bits} + \text{sample_fixed_type_bits} & \text{(NTRU-HPS)}
\end{cases}$

1.5.6  packed_s3_bytes

The number of bytes output by pack_S3. [1.8.7]  

**Formula:** $\lceil (n - 1)/5 \rceil$

1.5.7  packed_sq_bytes

The number of bytes output by pack_Sq. [1.8.5]  

**Formula:** $\lceil (n - 1) \cdot \log_2(q)/8 \rceil$

1.5.8  packed_rq0_bytes

The number of bytes output by pack_Rq0. [1.8.3]  

**Formula:** $\lceil (n - 1) \cdot \log_2(q)/8 \rceil$

1.5.9  dpke_public_key_bytes

The number of bytes in a public key for the DPKE.  

**Formula:** packed_rq0_bytes
1.5.10  \texttt{dpke\_private\_key\_bytes}  

The number of bytes in a private key for the DPKE.  

\textbf{Formula:} \(2 \cdot \text{packed\_s3\_bytes + packed\_sq\_bytes}\)

1.5.11  \texttt{dpke\_plaintext\_bytes}  

The number of bytes in a plaintext for the DPKE.  

\textbf{Formula:} \(2 \cdot \text{packed\_s3\_bytes}\)

1.5.12  \texttt{dpke\_ciphertext\_bytes}  

The number of bytes in a ciphertext for the DPKE.  

\textbf{Formula:} \(\text{packed\_rq0\_bytes}\)

1.5.13  \texttt{kem\_public\_key\_bytes}  

The number of bytes in a public key for the KEM.  

\textbf{Formula:} \(\text{dpke\_public\_key\_bytes}\)

1.5.14  \texttt{kem\_private\_key\_bytes}  

The number of bytes in a private key for the KEM.  

\textbf{Formula:} \(\text{dpke\_private\_key\_bytes + \lceil prf\_key\_bits/8 \rceil}\)

1.5.15  \texttt{kem\_ciphertext\_bytes}  

The number of bytes in a ciphertext for the KEM.  

\textbf{Formula:} \(\text{dpke\_ciphertext\_bytes}\)

1.5.16  \texttt{kem\_shared\_key\_bits}  

The number of bits output by Hash.  

\textbf{Recommended value:} 256

1.5.17  \texttt{prf\_key\_bits}  

The number of bits used to key the implicit rejection mechanism.  

\textbf{Formula:} 256
1.6 Summary of recommended parameters and derived constants

<table>
<thead>
<tr>
<th></th>
<th>ntruhsps2048509</th>
<th>ntruhsps2048677</th>
<th>ntruhsps4096821</th>
<th>ntruhrss701</th>
</tr>
</thead>
<tbody>
<tr>
<td>n</td>
<td>509</td>
<td>677</td>
<td>821</td>
<td>701</td>
</tr>
<tr>
<td>q</td>
<td>2048</td>
<td>2048</td>
<td>4096</td>
<td>8192</td>
</tr>
<tr>
<td>Hash</td>
<td>SHA3_256</td>
<td>SHA3_256</td>
<td>SHA3_256</td>
<td>SHA3_256</td>
</tr>
<tr>
<td>Sample_fg</td>
<td>[1.10.1]</td>
<td>[1.10.1]</td>
<td>[1.10.1]</td>
<td>[1.10.1]</td>
</tr>
<tr>
<td>Sample_rm</td>
<td>[1.10.2]</td>
<td>[1.10.2]</td>
<td>[1.10.2]</td>
<td>[1.10.2]</td>
</tr>
<tr>
<td>sample_fixed_type_bits</td>
<td>15240</td>
<td>20280</td>
<td>24600</td>
<td>—</td>
</tr>
<tr>
<td>sample_iid_bits</td>
<td>4064</td>
<td>5408</td>
<td>6560</td>
<td>5600</td>
</tr>
<tr>
<td>sample_key_bits</td>
<td>19304</td>
<td>25688</td>
<td>31160</td>
<td>11200</td>
</tr>
<tr>
<td>sample_plaintext_bits</td>
<td>19304</td>
<td>25688</td>
<td>31160</td>
<td>11200</td>
</tr>
<tr>
<td>packed_s3_bytes</td>
<td>102</td>
<td>136</td>
<td>164</td>
<td>140</td>
</tr>
<tr>
<td>packed_rq0_bytes</td>
<td>699</td>
<td>930</td>
<td>1230</td>
<td>1138</td>
</tr>
<tr>
<td>packed_sq_bytes</td>
<td>699</td>
<td>930</td>
<td>1230</td>
<td>1138</td>
</tr>
<tr>
<td>dpke_public_key_bytes</td>
<td>699</td>
<td>930</td>
<td>1230</td>
<td>1138</td>
</tr>
<tr>
<td>dpke_private_key_bytes</td>
<td>903</td>
<td>1202</td>
<td>1558</td>
<td>1418</td>
</tr>
<tr>
<td>dpke_plaintext_bytes</td>
<td>204</td>
<td>272</td>
<td>328</td>
<td>280</td>
</tr>
<tr>
<td>dpke_ciphertext_bytes</td>
<td>699</td>
<td>930</td>
<td>1230</td>
<td>1138</td>
</tr>
<tr>
<td>kem_public_key_bytes</td>
<td>699</td>
<td>930</td>
<td>1230</td>
<td>1138</td>
</tr>
<tr>
<td>kem_private_key_bytes</td>
<td>935</td>
<td>1234</td>
<td>1590</td>
<td>1450</td>
</tr>
<tr>
<td>kem_ciphertext_bytes</td>
<td>699</td>
<td>930</td>
<td>1230</td>
<td>1138</td>
</tr>
<tr>
<td>kem_shared_key_bits</td>
<td>256</td>
<td>256</td>
<td>256</td>
<td>256</td>
</tr>
</tbody>
</table>

1.7 Externally defined algorithms

1.7.1 SHAKE256

Input:
- A bit string $M$ of arbitrary length.
- A positive integer $d$.

Output:
- A bit string of length $d$.

Operation:
1. Output $\text{KECCAK}[512](M||1111,d)$, as defined in [33].

1.7.2 SHA3_256

Input:
- A bit string $M$ of arbitrary length.

Output:
- A bit string of length 256.

Operation:
1. Output $\text{KECCAK}[512](M||01,256)$, as defined in [33].
1.8 Encodings

1.8.1 Bit strings and byte arrays

A bit string is an element of \( \{0, 1\}^* \). A byte array is an element of \( \{0, 1\}^8 \). The public API is defined in terms of byte arrays. However, the externally defined functions SHA3_256 and SHAKE256 operate on bit strings, as do some internal functions. We define \( \text{bits\_to\_bytes}(b) \) and \( \text{bytes\_to\_bits}(B, \ell) \) to handle the conversions. When converting a bit string to a byte array the bit string is right padded with zeros until its length is a multiple of 8. Bytes are then formed by bracketing, and the order of the bits within each byte is reversed. For example, the bit string \( (b_1, \ldots, b_7, b_8, b_9, \ldots, b_{13}) \) is encoded as \( \text{bits\_to\_bytes}((b_1, \ldots, b_{13})) = ((b_8, b_7, \ldots, b_1), (0, 0, 0, b_{13}, \ldots, b_9)) \). The inverse procedure takes a length parameter: \( \text{bytes\_to\_bits}(((b_8, b_7, \ldots, b_1), (0, 0, 0, b_{13}, \ldots, b_9)), 13) = (b_1, \ldots, b_7, b_8, b_9, \ldots, b_{13}) \).

1.8.2 Polynomials

In this document polynomials are treated as zero indexed arrays. We write \( v_i \) for the coefficient of \( x^i \) in \( v \). Implementations are free to choose their internal representation of polynomials. Only the encoding of polynomials into byte arrays is normative.

1.8.3 pack_Rq0

Input:
- A polynomial \( a \) that satisfies \( a \equiv 0 \pmod{(q, \Phi_1)} \).

Output:
- A byte array of length \( \text{packed\_rq0\_bytes} \) that encodes the first \( n - 1 \) coefficients of \( R_q(a) \).

Operation:
1. Set \( v = R_q(a) \)
2. Set \( (b_1, b_2, \ldots, b_{(n-1)\log q}) = (0, 0, \ldots, 0) \)
3. Set \( i = 0 \)
4. While \( i < (n - 1) \)
5. Set \( (b_{i\log q + 1}, b_{i\log q + 2}, \ldots, b_{i\log q + \log q}) \in \{0, 1\}^{\log q} \) such that \( \sum_{j=0}^{\log q - 1} 2^j b_{i\log q + 1 + j} \equiv v_i \pmod{q} \)
6. Set \( i = i + 1 \)
7. End
8. Output \( \text{bits\_to\_bytes}((b_1, b_2, \ldots, b_{(n-1)\log q})) \)

Notes:
1. The coefficient \( v_{n-1} \) is not encoded. The condition \( a \equiv 0 \pmod{(q, \Phi_1)} \) implies that \( v_{n-1} \equiv -\sum_{i=0}^{n-2} v_i \pmod{q} \), so \( v_{n-1} \) can be recovered from the first \( n - 1 \) coefficients.

1.8.4 unpack_Rq0

Input:
- A byte array \( B \) of length \( \text{packed\_rq0\_bytes} \).

Output:
- A polynomial \( a \) that satisfies \( a \equiv 0 \pmod{(q, \Phi_1)} \).

Operation:
1. Set \( (b_1, b_2, \ldots, b_{(n-1)\log q}) = \text{bytes\_to\_bits}(B, (n-1)\log q) \)
2. Set $v = 0$
3. Set $i = 0$
4. While $i < (n - 1)$
   5. Set $c = \sum_{j=0}^{\log q-1} 2^j b_{\log q+1+j}$
   6. Set $v = v + c \cdot x^i - c \cdot x^{n-1}$
   7. Set $i = i + 1$
   8. End
9. Output $Rq(v)$

1.8.5 pack_Sq

**Input:**
- A polynomial $a$.

**Output:**
- A byte array of length packed_sq_bytes that encodes $\text{Sq}(a)$.

**Operation:**
1. Set $v = \text{Sq}(a)$
2. Set $(b_1, b_2, \ldots, b_{(n-1)\log q}) = (0, 0, \ldots, 0)$
3. Set $i = 0$
4. While $i < (n - 1)$
   5. Set $(b_{\log q+1}, b_{\log q+2}, \ldots, b_{\log q+\log q})$ such that $\sum_{j=0}^{\log q-1} 2^j b_{\log q+1+j} \equiv v_i \pmod{q}$
   6. Set $i = i + 1$
   7. End
8. Output bits_to_bytes($(b_1, b_2, \ldots, b_{(n-1)\log q})$).

1.8.6 unpack_Sq

**Input:**
- A byte array $B$ of length packed_sq_bytes.

**Output:**
- A polynomial.

**Operation:**
1. Set $(b_1, b_2, \ldots, b_{(n-1)\log q}) = \text{bytes_to_bits}(B, (n-1)\log q)$
2. Set $v = 0$
3. Set $i = 0$
4. While $i < (n - 1)$
   5. Set $c = \sum_{j=0}^{\log q-1} 2^j b_{\log q+1+j}$
   6. Set $v = v + c \cdot x^i$
   7. Set $i = i + 1$
   8. End
9. Output $\text{Sq}(v)$
1.8.7 pack_S3

Input:
- A polynomial $a$.

Output:
- A byte array of length packed_s3_bytes that encodes $S3(a)$.

Operation:
1. Set $v = S3(a)$
2. Set $(b_1, b_2, \ldots, b_{8[(n-1)/5]}) = (0, 0, \ldots, 0)$
3. Set $i = 0$
4. While $i < [(n-1)/5]$
   5. Set $(c_1, c_2, \ldots, c_5) \in \{0, 1, 2\}^5$ so that $c_j \equiv v_{5i+j} \pmod{3}$
   6. Set $(b_{8i+1}, b_{8i+2}, \ldots, b_{8i+8})$ so that $\sum_{j=0}^{7} 2^j b_{8i+1+j} = \sum_{j=0}^{4} 3^j c_{1+j}$
   7. $i = i + 1$
End
9. Output bits_to_bytes($(b_1, b_2, \ldots, b_{8[(n-1)/5]})$)

1.8.8 unpack_S3

Input:
- A byte array $B$ of length packed_s3_bytes.

Output:
- A polynomial.

Operation:
1. Set $(b_1, b_2, \ldots, b_{8[(n-1)/5]}) = \text{bytes_to_bits}(B, 8[(n-1)/5])$
2. Set $v = 0$
3. Set $i = 0$
4. While $i < [(n-1)/5]$
   5. Set $(c_1, c_2, \ldots, c_5) \in \{0, 1, 2\}^5$ so that $\sum_{j=0}^{7} 2^j b_{8i+1+j} = \sum_{j=0}^{4} 3^j c_{1+j}$
   6. Set $(v_{5i+1}, v_{5i+2}, v_{5i+3}, v_{5i+4}, v_{5i+5}) = (c_1, c_2, c_3, c_4, c_5)$
   7. $i = i + 1$
End
9. Output $S3(v)$

1.9 Arithmetic

Algorithms for integer addition, integer multiplication, polynomial addition, polynomial multiplication, modular reduction ($Rq$, $S2$, $S3$, $Sq$), and canonical representatives ($Rq$, $S3$, $Sq$) are omitted.

1.9.1 $S2\_inverse$ and $S3\_inverse$

The conditions on $n$ in the definition of NTRU-HPs and NTRU-HRSS ensure that $S/2$ and $S/3$ are finite fields. The routines $S2\_inverse$ and $S3\_inverse$ compute inverses in $S/2$ and $S/3$ respectively. Implementing these routines in constant time is non-trivial. Pseudocode for one method is provided in [25]. A faster $S3\_inverse$ is described in [6].
1.9.2 $\text{Sq}_\text{inverse}$

Input:
- A polynomial $a$.

Output:
- A polynomial $b$ that satisfies $\text{Sq}(a \cdot b) = 1$.

Operation:
1. Set $v_0 = \text{S2(S2}_\text{inverse}(a))$ \[1.9.1\]
2. Set $t = 1$
3. While $t < \log q$
4. Set $v_0 = \text{Sq}(v_0 \cdot (2 - a \cdot v_0))$
5. Set $t = 2t$
6. End
7. Output $\text{Sq}(v_0)$

Notes:
1. Line 4 can be performed in $R/q$.

1.9.3 Lift

Input:
- A polynomial $m$.

Output:
- (NTRU-HPS) The polynomial $\text{S3}(m)$.
- (NTRU-HRSS) The polynomial $\Phi_1 \cdot \text{S3}(m/\Phi_1)$.

Notes:
1. The ternary polynomial $\text{S3}(1/\Phi_1)$ has periodic coefficients. Explicitly,

\[
\text{S3}(1/\Phi_1) = \begin{cases} 
\text{S3} \left( \sum_{i=0}^{n-2} i \cdot x^i \right) & \text{if } n \equiv 1 \mod 3, \\
\text{S3} \left( \sum_{i=0}^{n-2} (1-i) \cdot x^i \right) & \text{if } n \equiv 2 \mod 3.
\end{cases}
\]

This leads to a fast algorithm for computing $\text{S3}(m/\Phi_1)$; pseudo code is given in [25].

1.10 Sampling

1.10.1 Sample$_\text{fg}$

Input:
- A bit string $f_g$ bits of length sample_key_bits.

Output:
- A polynomial $f$ in $L_f$.
- A polynomial $g$ in $L_g$.

Operation:
NTRU-HPS
1. Parse \( fg\) bits as \( f \) bits \( \parallel g \) bits with
   - \( f \) bits of length \( \text{sample}\_\text{iid}\_\text{bits} \)
   - \( g \) bits of length \( \text{sample}\_\text{fixed}\_\text{type}\_\text{bits} \)
2. Set \( f = \text{Ternary}(f\) bits) \[1.10.3\]
3. Set \( g = \text{Fixed}\_\text{Type}(g\) bits) \[1.10.5\]

NTRU-HRSS
1. Parse \( fg\) bits as \( f \) bits \( \parallel g \) bits with
   - \( f \) bits of length \( \text{sample}\_\text{iid}\_\text{bits} \)
   - \( g \) bits of length \( \text{sample}\_\text{iid}\_\text{bits} \)
2. Set \( f = \text{Ternary}_\text{Plus}(f\) bits) \[1.10.4\]
3. Set \( g_0 = \text{Ternary}_\text{Plus}(g\) bits) \[1.10.4\]
4. Set \( g = \Phi_1 \cdot g_0 \)

Notes:
1. Our recommended Ternary and Ternary\_Plus routines consume \( \text{sample}\_\text{iid}\_\text{bits} = 8n-8 \) bits, so \( g \) bits starts at a byte boundary.

1.10.2 Sample\_rm

Input:
- A bit string \( rm\) bits of length \( \text{sample}\_\text{plaintext}\_\text{bits} \).

Output:
- A polynomial \( r \in \mathcal{L}_r \).
- A polynomial \( m \in \mathcal{L}_m \).

Operation:
- NTRU-HPS
  1. Parse \( rm\) bits as \( r\) bits \( \parallel m\) bits with
     - \( r \) bits of length \( \text{sample}\_\text{iid}\_\text{bits} \)
     - \( m \) bits of length \( \text{sample}\_\text{fixed}\_\text{type}\_\text{bits} \)
 2. Set \( r = \text{Ternary}(r\) bits) \[1.10.3\]
3. Set \( m = \text{Fixed}\_\text{Type}(m\) bits) \[1.10.5\]
4. Output \((r, m)\)

- NTRU-HRSS
  1. Parse \( rm\) bits as \( r\) bits \( \parallel m\) bits with
     - \( r \) bits of length \( \text{sample}\_\text{iid}\_\text{bits} \)
     - \( m \) bits of length \( \text{sample}\_\text{iid}\_\text{bits} \)
 2. Set \( r = \text{Ternary}(r\) bits) \[1.10.3\]
3. Set \( m = \text{Ternary}(m\) bits) \[1.10.3\]
4. Output \((r, m)\)
### 1.10.3 Ternary

**Input:**
- A bit string \((b_1, b_2, \ldots, b_ℓ)\) of length \texttt{sample_iid_bits}.

**Output:**
- A ternary polynomial.

**Operation:**
1. Set \(v = 0\)
2. Set \(i = 0\)
3. While \(i < n - 1\)
4. Set \(v = v + \left(\sum_{j=0}^{\ell} 2^j b_{i+j+1}\right) \cdot x^i\)
5. Set \(i = i + 1\)
6. End
7. Output \(S_3(v)\)

**Notes:**
1. This implementation assumes \texttt{sample_iid_bits} = 8 \cdot (n - 1).

### 1.10.4 Ternary\_Plus

**Input:**
- A bit string \((b_1, b_2, \ldots, b_ℓ)\) of length \texttt{sample_iid_bits}.

**Output:**
- A ternary polynomial that satisfies the non-negative correlation property.

**Operation:**
1. Set \(v = \text{Ternary}((b_1, b_2, \ldots, b_ℓ))\)
2. Set \(t = \sum_{i=0}^{n-2} v_i \cdot v_{i+1}\)
3. Set \(s = -1\) if \(t < 0\), otherwise set \(s = 1\)
4. Set \(i = 0\)
5. While \(i < n - 1\)
6. Set \(v_i = s \cdot v_i\)
7. Set \(i = i + 2\)
8. End
9. Output \(S_3(v)\)

**Notes:**
1. The value \(t\) in Line 2 satisfies \(-n < t < n\).
1.10.5 Fixed_Type

Input:
- A bit string \((b_1, b_2, \cdots, b_\ell)\) of length \texttt{sample\_fixed\_type\_bits}.

Output:
- A ternary polynomial with exactly \(q/16 - 1\) coefficients equal to 1 and \(q/16 - 1\) coefficients equal to \(-1\).

Operation:
1. Set \(A = [0, 0, \ldots, 0]\) (the zero array of length \(n - 1\))
2. Set \(v = 0\) (the zero polynomial)
3. Set \(i = 0\)
4. While \(i < \frac{q}{16} - 1\)
5. Set \(A_i = 1 + \sum_{j=0}^{2^q} 2^{2^j} b_{30i+1+j}\)
6. Set \(i = i + 1\)
7. End
8. While \(i < \frac{q}{8} - 2\)
9. Set \(A_i = 2 + \sum_{j=0}^{2^q} 2^{2^j} b_{30i+1+j}\)
10. Set \(i = i + 1\)
11. End
12. While \(i < n - 1\)
13. Set \(A_i = 0 + \sum_{j=0}^{2^q} 2^{2^j} b_{30i+1+j}\)
14. Set \(i = i + 1\)
15. End
16. Sort \(A\)
17. Set \(i = 0\)
18. While \(i < n - 1\)
19. Set \(v = v + (A_i \mod 4)x_i\)
20. Set \(i = i + 1\)
21. End
22. Output \(S_3(v)\)

Notes:
1. This implementation assumes \texttt{sample\_fixed\_type\_bits} = 30 \cdot (n - 1).
2. Sorting must be implemented in constant time.

1.11 Passively secure DPKE

1.11.1 DPKE_KEY_PAIR

Input:
- A bit string \texttt{coins} of length \texttt{sample\_key\_bits}

Output:
- A byte array \texttt{packed\_private\_key} of length \texttt{dpke\_private\_key\_bytes}
Operation:
1. Set \((f, g) = \text{Sample}_fg(\text{coins})\) \[1.10.1\]
2. Set \(f_p = \text{S3}_\text{inverse}(f)\) \[1.9.1\]
3. Set \((h, h_q) = \text{DPKE}_\text{Public}_\text{Key}(f, g)\) \[1.11.2\]
4. Set \(\text{packed}_\text{private}_\text{key} = \text{pack}_S3(f) \parallel \text{pack}_S3(f_p) \parallel \text{pack}_\text{Sq}(h_q)\) \[1.8.7, 1.8.5\]
5. Set \(\text{packed}_\text{public}_\text{key} = \text{pack}_Rq0(h)\) \[1.8.3\]
6. Output \((\text{packed}_\text{private}_\text{key}, \text{packed}_\text{public}_\text{key})\)

1.11.2 DPKE_Public_Key

Input:
- A polynomial \(f \in \mathcal{L}_f\)
- A polynomial \(g \in \mathcal{L}_g\)

Output:
- A polynomial \(h\) that satisfies \(Rq(h \cdot f) = 3 \cdot g\)
- An polynomial \(h_q\) that satisfies \(\text{Sq}(h \cdot h_q) = 1\)

Operation:
1. Set \(G = 3 \cdot g\)
2. Set \(v_0 = \text{Sq}(G \cdot f)\)
3. Set \(v_1 = \text{Sq}_\text{inverse}(v_0)\) \[1.9.2\]
4. Set \(h = Rq(v_1 \cdot G \cdot G)\)
5. Set \(h_q = Rq(v_1 \cdot f \cdot f)\)
6. Output \((h, h_q)\)

Notes:
1. The choice of \(\mathcal{L}_g\) in \(\text{NTRU-HPS}\) and \(\text{NTRU-HRSS}\) ensures that \(G \equiv 0 \pmod{(q, \Phi_1)}\). As a consequence, the output condition on \(h\) is satisfied even though the inverse is computed in \(S/q\) instead of \(R/q\).

1.11.3 DPKE_Encrypt

Input:
- A byte array \(\text{packed}_\text{public}_\text{key}\) of length \(\text{dpke}_\text{public}_\text{key}_\text{bytes}\).
- A byte array \(\text{packed}_\text{rm}\) of length \(\text{dpke}_\text{plaintext}_\text{bytes}\).

Output:
- A byte array \(\text{packed}_\text{ciphertext}\) of length \(\text{dpke}_\text{ciphertext}_\text{bytes}\).

Operation:
1. Parse \(\text{packed}_\text{rm}\) as \(\text{packed}_r \parallel \text{packed}_m\) with
   - \(\text{packed}_r\) of length \(\text{packed}_\text{s3}_\text{bytes}\), and
   - \(\text{packed}_m\) of length \(\text{packed}_\text{s3}_\text{bytes}\).
2. Set \(r = \text{S3}(\text{unpack}_\text{S3}(\text{packed}_r))\) \[1.10.3\]
3. Set \( m_0 = \text{unpack}_S3(packed_m) \) \[1.8.8\]
4. Set \( m_1 = \text{Lift}(m_0) \) \[1.9.3\]
5. Set \( h = \text{unpack}_Rq0(packed\_public\_key) \) \[1.8.4\]
6. Set \( c = Rq(r \cdot h + m_1) \)
7. Set \( packed\_ciphertext = \text{pack}_Rq0(c) \) \[1.8.3\]
8. Output \( packed\_ciphertext \)

1.11.4 DPKE_Decrypt

**Input:**
- A byte array \( packed\_private\_key \) of length \( \text{dpke\_private\_key\_bytes} \).
- A byte array \( packed\_ciphertext \) of length \( \text{dpke\_ciphertext\_bytes} \).

**Output:**
- A byte array \( packed\_rm \) of length \( \text{dpke\_plaintext\_bytes} \).
- A bit \( \text{fail} \).

**Operation:**
1. Parse \( packed\_private\_key \) as \( packed\_f \parallel packed\_fp \parallel packed\_hq \)
   - \( packed\_f \) of length \( \text{packed\_s3\_bytes} \)
   - \( packed\_fp \) of length \( \text{packed\_s3\_bytes} \)
   - \( packed\_hq \) of length \( \text{packed\_sq\_bytes} \)
2. Set \( c = \text{unpack}_Rq0(packed\_ciphertext) \) \[1.8.4\]
3. Set \( f = S3(\text{unpack}_S3(packed\_f)) \) \[1.8.8\]
4. Set \( f_p = \text{unpack}_S3(packed\_fp) \) \[1.8.8\]
5. Set \( h_q = \text{unpack}_Sq(packed\_hq) \) \[1.8.6\]
6. Set \( v_1 = Rq(c \cdot f) \)
7. Set \( m_0 = S3(v_1 \cdot f_p) \)
8. Set \( m_1 = \text{Lift}(m_0) \) \[1.9.3\]
9. Set \( r = Sq((c - m_1) \cdot h_q) \)
10. Set \( packed\_rm = \text{pack}_S3(r) \parallel \text{pack}_S3(m_0) \). \[1.8.7\]
11. If \( r \in \mathcal{L}_r \) and \( m_0 \in \mathcal{L}_m \) set \( \text{fail} = 0 \)
12. Else set \( \text{fail} = 1 \)
13. Output \( (packed\_rm, \text{fail}) \)

**Notes:**
1. This implementation assumes that only the KEM interface is exposed to users. Implementations that expose the DPKE to users are required to return \( \text{pack}_S3(0) \parallel \text{pack}_S3(0), 1 \) on failure.
2. Line 2 will discard bits from the final byte of \( packed\_ciphertext \) when \( (n - 1) \cdot \log q \) is not a multiple of 8. Implementations should set the failure flag if the discarded bits are not zero.
1.12 Strongly secure KEM

1.12.1 Key Pair

**Input:**
- A bit string `seed` of length `key_seed_bits`.

**Output:**
- A byte array `packed_private_key` of length `kem_private_key_bytes`.

**Operation:**
1. Parse `seed` as `fg_bits ⇐ prf_key` with
   - `fg_bits` of length `sample_key_bits`
   - `prf_key` of length `prf_key_bits`
2. Set `(packed_dpke_private_key, packed_public_key) = DPKE_Key_Pair(fg_bits)`
3. Set `packed_private_key = packed_dpke_private_key ⧿ bits_to_bytes(prf_key)`
4. Output `(packed_private_key, packed_public_key)`

**Notes:**
1. This implementation assumes that `key_seed_bits = sample_key_bits + prf_key_bits`. Implementations may expand `fg_bits` and `prf_key` from a 256 bit seed.

1.12.2 Encapsulate

**Input:**

**Output:**
- A bit string `shared_key` of length `kem_shared_key_bits`.
- A byte array `packed_ciphertext` of length `kem_ciphertext_bytes`.

**Operation:**
1. Let `coins` be a string of `sample_plaintext_bits` uniform random bits
2. Set `(r, m) = Sample_rm(coins)`
3. Set `packed_rm = pack_S3(r) ⧿ pack_S3(m)`
4. Set `shared_key = Hash(bytes_to_bits(packed_rm, 8 * dpke_plaintext_bytes))`
5. Set `packed_ciphertext = DPKE_Encrypt(packed_public_key, packed_rm)`

**Notes:**
1. Implementations may expand `coins` from a 256 bit seed.
1.12.3 Decapsulate

**Input:**
- A byte array `packed_private_key` of length `kem_private_key_bytes`.
- A byte array `packed_ciphertext` of length `kem_ciphertext_bytes`.

**Output:**
- A bit string `shared_key` of length `kem_shared_key_bits`.

**Operation:**
1. Parse `packed_private_key` as `packed_dpke_private_key || prf_key` with
   - `packed_dpke_private_key` of length `dpke_private_key_bytes`
   - `prf_key` of length \( \lceil prf_key\_bits/8 \rceil \)
2. Parse `packed_dpke_private_key` as `packed_f || packed_fp || packed_hq` with
   - `packed_f` of length `packed_s3_bytes`
   - `packed_fp` of length `packed_s3_bytes`
   - `packed_hq` of length `packed_sq_bytes`
3. Set \( (packed\_rm, fail) = \text{DPKE}\_\text{Decrypt}(packed\_dpke\_private\_key, packed\_ciphertext) \) [1.11.4]
4. Set `shared_key` = `\text{Hash}(\text{bytes\_to\_bits}(packed\_rm, 8 \cdot dpke\_plaintext\_bytes))` [1.7.2]
5. Set `random_key` = `\text{Hash}(\text{bytes\_to\_bits}(prf\_key, prf\_key\_bits) || \text{bytes\_to\_bits}(packed\_ciphertext, 8 \cdot kem\_ciphertext\_bytes))` [1.7.2]
6. If `fail = 0` output `shared_key`, else output `random_key`.

2 Design rationale

2.1 Summary of merger

- The NTRUEncrypt submission proposes an IND-CCA2 PKE that is derived from the ANTS’98 NTRU PPKE using the NAEP padding mechanism. The IND-CCA2 security of the KEM is supported by a non-tight reduction to the OW-CPA security of the PPKE in the ROM; the reduction does not go through in the QROM. The submission does not recommend correct parameter sets.

- The NTRU-HRSS-KEM submission proposes an IND-CCA2 KEM that is derived from the ANTS’98 NTRU PPKE using the Targhi-Unruh transformation. The IND-CCA2 security of the KEM is supported by a non-tight reduction to the OW-CPA security of the PPKE in both the ROM and the QROM. The QROM reduction requires a length-preserving message confirmation hash, which adds 141 bytes to ntruhrss701 ciphertexts. The submission insists on perfectly correct parameters.

- A paper by Saito, Xagawa, and Yamakawa [35] proposes a variant of NTRU-HRSS-KEM that eliminates the length-preserving message confirmation hash. The variant is an IND-CCA2 KEM that is derived from a deterministic PKE using re-encryption and implicit rejection. The IND-CCA2 security of the KEM is supported by a tight reduction to the OW-CPA security of the DPKE in the ROM, and a non-tight reduction in the QROM. The QROM reduction is tight if one assumes sparse pseudorandomness [35, Definition 3.2] of the underlying DPKE. The tight reductions require perfect correctness. The NTRU DPKE is slightly more expensive than the PPKE; this variant is otherwise a clear improvement over NTRU-HRSS-KEM.

- The (merged) NTRU submission is based on the Saito–Xagawa–Yamakawa variant of NTRU-HRSS-KEM, but it eliminates an expensive part of the decapsulation routine. This efficiency enhancement maintains interoperability with the Saito–Xagawa–Yamakawa variant, has no impact on security, and cancels some of the added cost of the DPKE. All of the proposed parameter sets
are correct, and features from the NTRUEncrypt submission have been incorporated to allow for a broader range of size vs. security vs. efficiency trade-offs. The submission does not recommend a direct construction of an IND-CCA2 PKE, but this could change if the open problem in Section 2.4.5 is resolved.

### 2.2 Detailed description of previous NTRU variants

In this section we present all of the schemes that have influenced the design of the NTRU submission in a unified format. The ANTS'98 NTRU PPKE and DPKE are presented without comment, but we remark on various properties of the NTRUEncrypt submission, the NTRU-HRSS-KEM submission, and the Saito–Xagawa–Yamakawa variant of NTRU-HRSS-KEM. We take some liberties with the use of “Sample” routines to streamline the presentation.

#### 2.2.1 The ANTS’98 NTRU PPKE

```
KeyGen\(seed\) Encrypt\(h, m, coins\) Decrypt\((f, f_p, c)\)
1. \(c \leftarrow 0\) 1. \(r \leftarrow \text{Sample}_r(coins)\) 1. \(a \leftarrow (c \cdot f) \mod (q, \Phi_1 \Phi_n)\)
2. do \(\{f \leftarrow \text{Sample}_f(seed, c); c \leftarrow c + 1\} \) 2. \(c \leftarrow (r \cdot h + m) \mod (q, \Phi_1 \Phi_n)\) 2. \(m \leftarrow (a \cdot f_p) \mod (3, \Phi_1 \Phi_n)\)
3. until \(f\) is invertible \(\mod (2, \Phi_1 \Phi_n)\) \(\) and \(f\) is invertible \(\mod (3, \Phi_1 \Phi_n)\) 3. return \(c\) 3. return \(m\)
4. \(g \leftarrow \text{Sample}_g(seed, c)\) 5. \(h \leftarrow (3 \cdot g/f) \mod (q, \Phi_1 \Phi_n)\)
6. \(f_p \leftarrow (1/f) \mod (3, \Phi_1 \Phi_n)\) 7. return \((f, f_p, h)\)
```

Figure 1: The PPKE from the ANTS'98 paper.

#### 2.2.2 The ANTS’98 NTRU DPKE

```
KeyGen\(seed\) Encrypt\(h, (r, m)\) Decrypt\((f, f_p, h_p, c)\)
1. \(c \leftarrow 0\) 1. \(c \leftarrow (r \cdot h + m) \mod (q, \Phi_1 \Phi_n)\) 1. \(a \leftarrow (c \cdot f) \mod (q, \Phi_1 \Phi_n)\)
2. do \(\{f \leftarrow \text{Sample}_f(seed, c); c \leftarrow c + 1\} \) 2. return \(c\) 2. \(m \leftarrow (a \cdot f_p) \mod (3, \Phi_1 \Phi_n)\)
3. until \(f\) is invertible \(\mod (2, \Phi_1 \Phi_n)\) \(\) and \(f\) is invertible \(\mod (3, \Phi_1 \Phi_n)\) 3. \(r \leftarrow ((c - m) \cdot h_p) \mod (q, \Phi_1 \Phi_n)\) 4. return \((r, m)\)
4. \(g \leftarrow \text{Sample}_g(seed, c)\) 5. \(h \leftarrow (3 \cdot g/f) \mod (q, \Phi_1 \Phi_n)\)
6. \(h_p \leftarrow (1/h) \mod (q, \Phi_1 \Phi_n)\) 7. \(f_p \leftarrow (1/f) \mod (3, \Phi_1 \Phi_n)\) 8. return \((f, f_p, h_p, h)\)
```

Figure 2: The DPKE that is obtained by applying the reasoning of [19, Section 4.2] to Figure 1.

#### 2.2.3 The first round NTRUEncrypt submission

The first round NTRUEncrypt submission applies Howgrave-Graham, Silverman, Singer, and Whyte’s NAEF padding mechanism [23] to the ANTS’98 PPKE. The combination is sometimes referred to as SVES-3. The presentation in Figures 3 and 4 is slightly non-standard. We have factored a PPKE out of SVES-3 to which various generic transformations can be applied. This PPKE features message masking, which eliminates some obstructions to the IND-CPA security of the ANTS’98 PPKE. The SVES-3 scheme (a.k.a. ntru-ppke) is reconstructed in Figure 4. The NTRUEncrypt submission also includes a KEM, which we describe below.
The NTRUEncrypt submission allows prime communication cost and decreases security by decreasing $n$ at most

Sample spaces

The NTRUEncrypt submission uses sample spaces of ternary polynomials of degree at most $n-1$. We write $T'$ and $T'(d)$ to distinguish these from the sets of ternary polynomials of degree at most $n-2$ that are used elsewhere in this document. The submission does not fix $d$ as a function of $(n,q)$ and, instead, has integer parameters $d_f$ and $d_g$. The recommended sample spaces are

$$L_f = \{1 + 3 \cdot F : F \in T'(d_f)\}, \quad L_g = T'(d_g), \quad L_m = T', \quad \text{and} \quad L_r = T'.$$

The encryption routine also samples a polynomial $t \in T'$.

The choice of $L_f$ simplifies key generation by ensuring that $f$ is equivalent to 1 modulo $(2, \Phi_1)$ and modulo $(3, \Phi_1)$. It also simplifies decryption by ensuring that $f \equiv 1 \pmod{3 \cdot \Phi_1 \Phi_n})$. However, the choice of $L_f$ decreases security (and/or increases communication cost) for any fixed decryption failure probability. With $L_f = T'(d)$ perfect correctness requires $q > 8d$, but with $L_f$ as above perfect correctness requires $q > 12d+1$. This condition can be satisfied by increasing $q$ (which increases communication cost and decreases security) or by decreasing $d$ (which decreases security).

**Inverses**

The NTRUEncrypt submission allows prime $n$ for which $\Phi_n$ is reducible modulo 2. An invertibility test (Line 3 of KeyGen) is needed to ensure that $f_0$ exists. The choice of $L_f$ ensures that $f \neq 0 \pmod{2, \Phi_1})$, so invertibility only needs to be tested modulo $(2, \Phi_n)$. The submission recommends $n = 443$ and $n = 743$. The polynomial $\Phi_{443}$ is irreducible in $(\mathbb{Z}/2)[x]$, so the test never fails and can be skipped. The polynomial $\Phi_{743}$ is a product of two terms of degree 371 in $(\mathbb{Z}/2)[x]$, so the test is unlikely to fail but cannot be skipped.

The polynomials $\Phi_{443}$ and $\Phi_{743}$ are both reducible modulo 3. However, the choice of $L_f$ eliminates the need to compute inverses modulo $(3, \Phi_1 \Phi_n)$.

**Message masking**

Lines 3 and 4 of Encrypt mask $m$ with an element of $T'$. This serves two purposes. First, lattice reduction can easily recover $m$ from $c$ when $m$ is very short, so it is only safe to use the ANTS'98 PPKE to encrypt random messages. Second, if one takes $L_g = T'(d_g)$ and $L_m = T'$ in the ANTS'98 PPKE, then $h \equiv 0 \pmod{q, \Phi_1})$ and ciphertexts satisfy $c \equiv m \pmod{q, \Phi_1})$. This precludes IND-CPA security. With message masking $c \equiv \frac{53}{2}(m - t) \pmod{q, \Phi_1})$. When $coins$ has sufficiently large min-entropy, one can assume that $t$ is drawn uniformly from $T'$ and that $c \pmod{q, \Phi_1})$ reveals nothing about $m$.

The assumption that $t$ is uniform could fail when the coins for the PPKE are taken to be a hash of $m$. The coins internal to CCAEncrypt in Figure 4 ensure that $t$ has large min-entropy even when $msg$ is chosen adversarially.
Security reductions Howgrave-Graham, Silverman, Singer, and Whyte provide a (non-tight) reduction from the ROM IND-CCA2 security of SVES-3 to the OW-CPA security of the ANTS’98 PPKE. The reduction accounts for partial correctness, but has not received much scrutiny. The transformation in Figure 4 is equivalent to one proposed by Fujisaki and Okamoto in [13, Section 3]. The reduction in [13] assumes IND-CPA security of the underlying PKE and does not handle partial correctness, but this perspective may be useful for future analysis. As far as we are aware, the NAEP transformation has not been studied in the QROM. Similar transformations have only been shown to be secure in the QROM after non-trivial modifications — see Section 2.4.5 below.

KEM The NTRU Encrypt submission constructs a KEM by encrypting a random 256-bit string using the PKE in Figure 4. The shared secret is computed as $H_3(msg, h)$. Alternatively, one could skip the calls to Pad, choose $m$ as Sample_m(coins), and output $H_3(m)$ as the shared secret. The resulting KEM would then be an instance of KEM$_m^0$ from [21]. From this perspective there are some small changes to the scheme that would lead to tighter security reductions in the ROM [21, Section 3.3], and larger modifications that would yield a security reduction in the QROM [37][21, Section 4.3].

2.2.4 The first round NTRU-HRSS-KEM submission

The first round NTRU-HRSS-KEM submission makes a few small changes to the ANTS’98 PPKE to eliminate invertibility tests. The KEM is constructed using a variant of the Fujisaki-Okamoto transformation that is due to Targhi and Unruh [37].

<table>
<thead>
<tr>
<th>KeyGen$(seed)$</th>
<th>Encrypt$(h, m, coins)$</th>
<th>Decrypt$((f, f_p), c)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. $(f, g) \leftarrow$ Sample$_{fg}(seed)$</td>
<td>1. $r \leftarrow$ Sample$_{r(coins)}$</td>
<td>1. $a \leftarrow (c \cdot f) \mod (q, \Phi_1 \Phi_n)$</td>
</tr>
<tr>
<td>2. $f_q \leftarrow (1/f) \mod (q, \Phi_n)$</td>
<td>2. $m' \leftarrow \text{Lift}(m)$</td>
<td>2. $m' \leftarrow (a \cdot f_p) \mod (3, \Phi_n)$</td>
</tr>
<tr>
<td>3. $h \leftarrow (3 \cdot g \cdot f_q) \mod (q, \Phi_1 \Phi_n)$</td>
<td>3. $c \leftarrow (r \cdot h + m') \mod (q, \Phi_1 \Phi_n)$</td>
<td>3. return $m'$</td>
</tr>
<tr>
<td>4. $f_p \leftarrow (1/f) \mod (3, \Phi_n)$</td>
<td>4. return $c$</td>
<td></td>
</tr>
<tr>
<td>5. return $((f, f_p), h)$</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 5: The PPKE from the NTRU-HRSS-KEM submission.

<table>
<thead>
<tr>
<th>Encapsulate$(h)$</th>
<th>Decapsulate$((f, f_p, h), (c_1, c_2))$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. $c_0 \leftarrow {0, 1}^{256}$</td>
<td>1. $m \leftarrow \text{Decrypt}((f, f_p, e)$</td>
</tr>
<tr>
<td>2. $m \leftarrow \text{Sample}_m(c_0)$</td>
<td>2. $c'_1 \leftarrow \text{Encrypt}(h, m, H_1(m))$</td>
</tr>
<tr>
<td>3. $c_1 \leftarrow \text{Encrypt}(h, m, H_1(m))$</td>
<td>3. $k \leftarrow H_2(m)$</td>
</tr>
<tr>
<td>4. $k \leftarrow H_2(m)$</td>
<td>4. $c'_2 \leftarrow H_3(m)$</td>
</tr>
<tr>
<td>5. $c_2 \leftarrow H_3(m)$</td>
<td>5. if $(c'_1, c'_2) \neq (c_1, c_2)$ return ⊥</td>
</tr>
<tr>
<td>6. return $((c_1, c_2), k)$</td>
<td>6. else return $k$</td>
</tr>
</tbody>
</table>

Figure 6: The KEM from the NTRU-HRSS-KEM submission.

Sample spaces The NTRU-HRSS-KEM submission uses

$$\mathcal{L}_f = T_v, \quad \mathcal{L}_g = \{ \Phi_1 \cdot v : v \in T_v \}, \quad \mathcal{L}_r = \mathcal{T}, \quad \mathcal{L}_m = \mathcal{T},$$

and takes $\text{Lift}(m) = \Phi_1 \cdot S3(m/\Phi_1)$.

Invertibility tests The choice of $\mathcal{L}_g$ ensures that $g \equiv 0 \pmod{(q, \Phi_1)}$. A consequence is that $h$ can be computed as $Rq(3 \cdot g \cdot S \cdot f(1/f))$ instead of $Rq(3 \cdot g \cdot Rq(1/f))$. The conditions on $n$ ensure that $S/2$ is a finite field and the choice of $\mathcal{L}_f$ ensures that $2 \nmid f$, so $f$ has an inverse in $S/q$. Second, Line 2 of the decryption procedure recovers the message modulo $(p, \Phi_n)$ instead of modulo $(p, \Phi_1 \Phi_n)$. A consequence is that $f_p$ can be computed as $S3(1/f)$ instead of $R3(1/f)$. The conditions on $n$ also ensure that $S/3$ is a
finite field. The second change does come with a small cost: the message space is restricted to ternary polynomials of degree at most \( n - 2 \) (i.e. canonical \( S/3 \)-representatives) rather than ternary polynomials of degree at most \( n - 1 \).

**Lift.** The ciphertext is computed as an element of \( R/q \), but the message is recovered as an element of \( S/3 \). The choice of canonical representatives of \( S/3 \) defines a canonical embedding of the message space into \( R/q \). However, there are practical benefits to allowing different embeddings, and the Lift parameter allows us to select one. The choice of \( \text{Lift}(m) = \Phi_1 \cdot S_3(m/\Phi_1) \), in context with the other parameter choices, ensures that ciphertexts satisfy \( c \equiv 0 \pmod{(q, \Phi)} \). This choice of Lift increases the minimum \( q \) that provides perfect correctness, but allows the NTRU-HRSS-KEM submission to avoid fixed-weight sampling and message masking.

**Use of \( T_q \).** The correctness condition (Eq. 1) involves terms of the form \( \Phi_1 \cdot u \cdot v \) with \( u \in T_+ \) and \( v \in T \). The condition is satisfied if, for all \( u \in T_+ \) and \( v \in T \), the coefficients of \( \Phi_1 \cdot u \cdot v \) are between \( -q/8 \) and \( q/8 - 1 \). Lemma 1 of [25] uses the non-negative correlation property to bound the size of the coefficients of \( \Phi_1 \cdot u \cdot v \) by \( \sqrt{2}(n - 1) \). This implies that the scheme is correct when \( q > 8\sqrt{2}(n - 1) \), which is a factor of \( 2 \) better than the naïve bound.

**The Targhi–Unruh transformation** KEM variants of the FO transformation were studied by Dent in [11]. The transformation in the NTRU-HRSS-KEM submission is [11, Table 5] with an additional condition that the plaintext-confirmation hash (\( c_2 \) in Figure 6) is length-preserving. In the ROM, Dent provides a reduction from the IND-CCA2 security of the KEM to the OW-CPA security of the PPKE with a tightness gap that is proportional to the number of random oracle queries. Targhi and Unruh [37] provide an analogous reduction in the QROM which requires an injective hash function for the plaintext-confirmation hash. Their reduction has a tightness gap proportional to the sixth power of the number of random oracle queries. An NTRU-HRSS-KEM plaintext is a degree \( n - 1 \) polynomial with ternary coefficients. The plaintext-confirmation hash adds 141 bytes to the length of a ntruhrss701 ciphertext.

### 2.2.5 The Saito–Xagawa–Yamakawa variant of NTRU-HRSS-KEM

Saito, Xagawa, and Yamakawa [35] present a variant of NTRU-HRSS-KEM that has a tight security reduction in the ROM and avoids the plaintext-confirmation hash. They achieve this with two independent changes: 1) their KEM is based on a DPKE, and 2) their KEM responds to malformed ciphertexts with a pseudorandom key rather than an error symbol.

#### Table 7: The DPKE from Saito–Xagawa–Yamakawa.

<table>
<thead>
<tr>
<th>KeyGen(^*(\text{seed}))</th>
<th>Encrypt((h, (r, m)))</th>
<th>Decrypt((f, f_\phi, h_\phi), c))</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. ((f, g) \leftarrow \text{Sample}_{fg}\text{(seed)})</td>
<td>1. (m' \leftarrow \text{Lift}(m))</td>
<td>1. (a \leftarrow (c \cdot f) \pmod{(q, \Phi_1 \Phi_n)})</td>
</tr>
<tr>
<td>2. (f_q \leftarrow (1/f) \pmod{(q, \Phi_n)})</td>
<td>2. (c \leftarrow (r \cdot h + m') \pmod{(q, \Phi_1 \Phi_n)})</td>
<td>2. (m \leftarrow (a \cdot f_p) \pmod{(3, \Phi_n)})</td>
</tr>
<tr>
<td>3. (h \leftarrow (3 \cdot g \cdot f_q) \pmod{(q, \Phi_1 \Phi_n)})</td>
<td>3. return (c)</td>
<td>3. (m' \leftarrow \text{Lift}(m))</td>
</tr>
<tr>
<td>4. (h_q \leftarrow (1/h) \pmod{(q, \Phi_n)})</td>
<td>4. (r' \leftarrow ((c - m')h_q) \pmod{(q, \Phi_n)})</td>
<td>4. (r' \leftarrow \text{Decapsulate}((f, f_\phi, h_\phi), e))</td>
</tr>
<tr>
<td>5. (f_\phi \leftarrow (1/f) \pmod{(3, \Phi_n)})</td>
<td>5. (r \leftarrow \text{Decapsulate}((f, f_\phi, h_\phi), e))</td>
<td>5. (r' \leftarrow \text{Decapsulate}((f, f_\phi, h_\phi), e))</td>
</tr>
<tr>
<td>6. return ((f, f_\phi, h_\phi), h))</td>
<td>6. return ((r, m))</td>
<td>6. return ((r, m))</td>
</tr>
</tbody>
</table>

#### Table 8: The KEM from Saito–Xagawa–Yamakawa.

<table>
<thead>
<tr>
<th>KeyGen(\text{(seed)})</th>
<th>Encapsulate((h))</th>
<th>Decapsulate(((f, f_\phi, h_\phi, s), h), e))</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. (((f, f_\phi, h_\phi), h) \leftarrow \text{KeyGen}'(\text{seed}))</td>
<td>1. (\text{coins} \leftarrow {$0, 1}^{256})</td>
<td>1. ((r, m) \leftarrow \text{Decapsulate}((f, f_\phi, h_\phi), e))</td>
</tr>
<tr>
<td>2. (s \leftarrow {$0, 1}^{256})</td>
<td>2. ((r, m) \leftarrow \text{Sample}_{rm}(\text{coins}))</td>
<td>2. (k_1 \leftarrow H_1(m))</td>
</tr>
<tr>
<td>3. return (((f, f_\phi, h_\phi, s), h))</td>
<td>3. (c \leftarrow \text{Encrypt}(h, (r, m)))</td>
<td>3. (k_2 \leftarrow H_2(s, c))</td>
</tr>
<tr>
<td>4. (k \leftarrow H_1(r, m))</td>
<td>4. if (\text{Encrypt}(h, (r, m)) = c) return (k_1)</td>
<td>4. if (\text{Encrypt}(h, (r, m)) = c) return (k_1)</td>
</tr>
<tr>
<td>5. return ((c, k))</td>
<td>5. else return (k_2)</td>
<td>5. else return (k_2)</td>
</tr>
</tbody>
</table>
Sample spaces  The sample spaces match those of NTRU-HRSS-KEM.

**DPKE** The DPKE is essentially what one would obtain by applying the reasoning of the CRYPTO’96 NTRU preprint [19, Section 4.2] to the NTRU-HRSS-KEM PPKE (Figure 5). It differs only in that the r component is reduced modulo \((3, \Phi_n)\) during decryption (Figure 7, Line 5 of Decrypt).

**Implicit rejection** The KEM rejects invalid ciphertexts by returning a pseudorandom key instead of an error symbol — a technique called implicit rejection. Implicit rejection was first used by Persichetti in a code-based cryptosystem [34]. It was proposed as part of a generic OW-CPA DPKE to IND-CCA2 KEM transformation in [21], and this transformation is supported by a tight security reduction in the ROM [21, 5]. Saito, Xagawa, and Yamalawa give a tight reduction in the QROM when the DPKE satisfies a non-standard sparse pseudorandomness assumption [35]. For NTRU-HRSS-KEM the unproven part of this assumption states that an adversary who is given an honestly generated \(h\) cannot distinguish an honestly generated ciphertext from an element of \(\{v \in R/q : v \equiv 0 \pmod{(q, \Phi)}\}\) drawn uniformly at random.

### 2.3 The NTRU submission

The second round NTRU submission is based on the Saito-Xagawa-Yamalawa variant of NTRU-HRSS-KEM [35]. We make two small changes to the decryption procedure of the DPKE to avoid re-encryption, but note that our Encapsulate and Decapsulate routines are identical to those Figure 8 in terms of their input/output behavior.

**Figure 9:** The DPKE for the NTRU submission.

<table>
<thead>
<tr>
<th>KeyGen'(seed)</th>
<th>Encrypt(h, (r, m))</th>
<th>Decrypt((f, f_p, h_q), c)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. ( (f, g) \leftarrow \text{Sample}_g(\text{seed}) )</td>
<td>1. ( m' \leftarrow \text{Lift}(m) )</td>
<td>1. if ( c \neq 0 \pmod{(q, \Phi)} ) return ((0, 0, 1))</td>
</tr>
<tr>
<td>2. ( f_p \leftarrow (1/f) \mod (q, \Phi) )</td>
<td>2. ( c \leftarrow (r \cdot h + m') \mod (q, \Phi) )</td>
<td>2. ( a \leftarrow (c \cdot f) \mod (q, \Phi) )</td>
</tr>
<tr>
<td>3. ( h \leftarrow (3 \cdot g \cdot f_p) \mod (q, \Phi) )</td>
<td>3. return (c)</td>
<td>3. ( m \leftarrow (a \cdot f_p) \mod (3, \Phi) )</td>
</tr>
<tr>
<td>4. ( h_q \leftarrow (1/h) \mod (q, \Phi) )</td>
<td>4. ( m' \leftarrow \text{Lift}(m) )</td>
<td>4. ( \Phi )</td>
</tr>
<tr>
<td>5. ( f_p \leftarrow (1/f) \mod (3, \Phi) )</td>
<td>5. ( r \leftarrow (c - m') \cdot h_q \mod (q, \Phi) )</td>
<td>5. ( r \leftarrow (c - m') \cdot h_q \mod (q, \Phi) )</td>
</tr>
<tr>
<td>6. return ((f, f_p, h_q), h)</td>
<td>6. if ( (r, m) \in \mathcal{L}_r \times \mathcal{L}_m ) return ((r, m, 0))</td>
<td>6. if ( (r, m) \in \mathcal{L}_r \times \mathcal{L}_m ) return ((r, m, 0))</td>
</tr>
<tr>
<td>7. else return ((0, 0, 1))</td>
<td>7. else return ((0, 0, 1))</td>
<td>7. else return ((0, 0, 1))</td>
</tr>
</tbody>
</table>

**Figure 10:** The KEM for the NTRU submission.

<table>
<thead>
<tr>
<th>KeyGen(seed)</th>
<th>Encapsulate(h)</th>
<th>Decapsulate((f, f_p, h_q, s), c)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. ( ((f, f_p, h_q), h) \leftarrow \text{KeyGen'}(\text{seed}) )</td>
<td>1. ( \text{coins} \leftarrow {0, 1}^{256} )</td>
<td>1. ( (r, m, \text{fail}) \leftarrow \text{Decrypt}((f, f_p, h_q), c) )</td>
</tr>
<tr>
<td>2. ( s \leftarrow {0, 1}^{256} )</td>
<td>2. ( (r, m) \leftarrow \text{Sample}_r(\text{coins}) )</td>
<td>2. ( k_1 \leftarrow H_1(r, m) )</td>
</tr>
<tr>
<td>3. return ((f, f_p, h_q, s), h)</td>
<td>3. ( c \leftarrow \text{Encrypt}(h, (r, m)) )</td>
<td>3. ( k_2 \leftarrow H_2(s, c) )</td>
</tr>
<tr>
<td>4. ( k \leftarrow H_1(r, m) )</td>
<td>4. if ( \text{fail} = 0 ) return (k_1)</td>
<td>4. if ( \text{fail} = 0 ) return (k_1)</td>
</tr>
<tr>
<td>5. return ((c, k))</td>
<td>5. else return (k_2)</td>
<td>5. else return (k_2)</td>
</tr>
</tbody>
</table>

**Sample spaces** Our NTRU-HPS parameter sets take

\[
\mathcal{L}_f = \mathcal{T}, \quad \mathcal{L}_g = \mathcal{T}(q/8 - 2), \quad \mathcal{L}_r = \mathcal{T}, \quad \mathcal{L}_m = \mathcal{T}(q/8 - 2)
\]

and \(\text{Lift}(m) = m\). The choice of \(\mathcal{L}_g\) ensures that \(h \equiv 0 \pmod{(q, \Phi)}\), and along with the choice of \(\mathcal{L}_m\) this ensures that \(c \equiv 0 \pmod{(q, \Phi)}\). The weight parameter \(q/8 - 2\) is the largest that is compatible with perfect correctness.

Our NTRU-HRSS parameter sets use

\[
\mathcal{L}_f = \mathcal{T}_+, \quad \mathcal{L}_g = \{\Phi \cdot v : v \in \mathcal{T}_+\}, \quad \mathcal{L}_r = \mathcal{T}, \quad \mathcal{L}_m = \mathcal{T}
\]
and Lift(m) = Φ₁ ⋅ S₃(m/Φ₁). The choice of \( L_q \) ensures that \( h \equiv 0 \pmod{(q, Φ₁)} \), and along with the choice of Lift this ensures that \( c \equiv 0 \pmod{(q, Φ₁)} \).

**Avoiding re-encryption** Bernstein and Persichetti [5] cast implicit rejection as a generic transformation from a rigid correct DPKE to an IND-CCA2 KEM. A DPKE is rigid if, for all keys \((sk, pk)\), ciphertexts \(c\), and plaintexts \(p\), \((\text{Encrypt}(pk, p) = c) \iff (\text{Decrypt}(sk, c) = p)\). Correctness implies the forward direction. Re-encryption can be used to ensure that the reverse direction holds (as in Line 4 of Figure 8). However, as observed in [5, Section 6], it is possible to construct rigid correct DPKEs that do not rely on re-encryption.

The DPKE in Figure 9 is rigid. If \(\text{Decrypt}((f, f_p, h_p), c)\) outputs \((r, m, 0)\), then \((r, m)\) is in the plaintext space by Line 6 and \(c \equiv 0 \pmod{(q, Φ₁)}\) by Line 1. Line 5 further implies that \(c\) satisfies \(c \equiv rh + \text{Lift}(m) \pmod{(q, Φₙ)}\). Hence, \(c = \text{Encrypt}(h, (r, m))\). Note that it is important that we skipped the reduction modulo \((3, Φₙ)\) in Line 5 of Decrypt in Figure 7.

Adam Langley has observed\(^1\) that there is no need to check \(c \equiv 0 \pmod{(q, Φ₁)}\) when ciphertexts are unpacked using the unpack_Rq0 (Section 1.8.4) routine.

### 2.4 Variants of the NTRU submission

#### 2.4.1 Faster key generation for single-use keys

We recommend that the KEM be used as is in an ephemeral setting. However, users may be tempted to take a certain shortcut in key generation when they know that a key will only be used once. The improper-key variant of an NTRU-HPS parameter set takes \( L_f = \{1 + 3F : F ∈ T\} \). The improper-key variant of an NTRU-HRSS parameter set takes \( L_f = \{1 + 3F : F ∈ T_d\} \). Improper keys have a non-zero decryption failure probability, and they should not be re-used. Improper keys may skip the computation of \(f_p\) in KeyGen and the multiplication by \(f_p\) in Decrypt (since \(f_p = 1\)). No change is made to the encapsulation routine, so the decision to use an improper key is local to each user. Decryption failure rates for improperly generated keys are given in Table 1.

<table>
<thead>
<tr>
<th>ntruhps2048509</th>
<th>ntruhps2048677</th>
<th>ntruhps4096821</th>
<th>ntruhrrss701</th>
</tr>
</thead>
<tbody>
<tr>
<td>2⁻²¹⁴.³</td>
<td>2⁻²¹³.⁹</td>
<td>2⁻⁴³³.²</td>
<td>2⁻⁷⁹⁶.⁶</td>
</tr>
</tbody>
</table>

Table 1: Decryption failure rates for improperly generated keys. Calculated using the scripts at https://github.com/jschanck/decryption-failures.

#### 2.4.2 Prime \(q\)

It is relatively easy to define variants of NTRU-HPS and NTRU-HRSS that use prime \(q\). When all other parameters are equal, these variants will be slightly less efficient. However, there are size vs. security trade-offs that are not available when \(q\) is a power of two, and approximating a desired trade-off with a power of two \(q\) has a cost in terms of efficiency, security, and compactness. The cost is particularly large for NTRU-HRSS parameter sets for which the fractional part of \(\log_2(n)\) is larger than \(1/2\). We have plotted the size vs. security trade-offs that are available with prime \(q\) in Figure 11.

#### 2.4.3 NTRU-HPS-like parameter sets with faster key generation

Applications that use long-term keys will likely be able to tolerate the cost of key generation in NTRU-HPS. However, there are correct NTRU-HPS-like parameter sets that avoid the need to compute \(f_p\). For example, one can take \(L_f = \{1 + 3F : F ∈ T\} \), \(L_q = T(d), \ L_r = T, \) and \(L_m = T(d)\) with \(d\) the largest even integer less than \(q/12 - 2\). We have plotted the size vs. security trade-offs that are available with these parameter sets in Figure 11. We have also plotted the prime \(q\) variants of these parameter sets.

\(^1\)Personal communication, Dec. 14, 2018.
2.4.4 Arbitrary weight \( m \) and fixed-weight \( f \)

The NTRUEncrypt submission uses fixed-weight \( f \) and \( g \), arbitrary weight \( m \) and \( r \), and trivial Lift. Our NTRU-HRSS parameter sets use fixed-weight \( m \) and \( g \), arbitrary weight \( f \) and \( r \), and trivial Lift. This choice ensures that ciphertexts satisfy \( c \equiv 0 \pmod{\langle q, \Phi \rangle} \), and it minimizes the least \( q \) that provides correctness. An alternative is to define Lift as in NTRU-HRSS. Then one can take

\[
L_f = T_r(d), \quad L_g = T(d), \quad L_r = T, \quad \text{and} \quad L_m = T
\]

with \( d \) the largest even integer less than \( q/(6 + 2\sqrt{2}) \). This leads to a slightly worse size vs. security trade-off than NTRU-HPS, but it limits the use of fixed-weight sampling to key generation. These may be attractive parameters for applications in which NTRU-HPS encapsulation is too expensive, NTRU-HRSS public keys and ciphertexts are too large, and the cost of key generation is not a concern. We are not currently aware of any applications with these constraints, so we have chosen not to recommend parameters of this form.

2.4.5 An IND-CCA2 PKE using Q-OAEP

Targhi and Unruh propose a modified OAEP padding mechanism, Q-OAEP, in [37]. If we choose parameters with \( L_r = T \) and \( L_m = T \), then we can apply Q-OAEP to the DPKE in Figure 9 as follows. The encryption routine uses three hash functions \( H_1, H_2, \) and \( H_3 \); it takes a public key \( h \) and a message \( m \in T \) as input; and it computes

\[
\text{coins} \leftarrow \{0, 1\}^{256}; \quad r \leftarrow \text{Sample}_r(\text{coins}); \quad t \leftarrow (m - \text{Sample}_T(H_1(r))) \pmod{\langle 3, \Phi \rangle}; \quad s \leftarrow (r - \text{Sample}_T(H_2(t))) \pmod{\langle 3, \Phi \rangle}; \quad c \leftarrow \text{Encrypt}(h, (s, t)).
\]

It then outputs the ciphertext \((c, H_3(s, t))\). Unfortunately the reduction given in [37] requires \( H_3 \) to be length-preserving, and this eliminates the benefit of using a PKE instead of a KEM+DEM. Removing the length-preserving hash, and tightening the reduction, are interesting open problems.

2.5 Available size vs. security trade-offs

Figure 11 shows size vs. security trade-offs for several NTRU variants. Additional plots can be found in the appendix. We have plotted all NTRU-HRSS-like parameter sets with \( 461 \leq n \leq 941 \) and weight parameter \( d \) with \( n/3 \leq d \leq 2n/3 \). We have plotted all NTRU-HRSS-like parameter sets with \( 461 \leq n \leq 941 \) and the smallest \( q \) that provides perfect correctness. We have also plotted the ntru-pke-443 and ntru-pke-743 parameter sets that were recommended in the first round NTRUEncrypt submission. Note that these NTRUEncrypt parameter sets do not provide perfect correctness. The security axis is explained in Section 6.4.3.

2.6 Parameter selection

The ntruhrss701 parameter set was originally selected because \( n = 701 \) provides the highest security level among NTRU-HRSS parameter sets with \( q := 2^{[7/2 + \log_2(n)]} \leq 8192 \). In selecting NTRU-HPS parameter sets we have also attempted to maximize security while minimizing \( q \).

We have decided to only recommended NTRU-HPS parameter sets with \( n/3 \leq q/8 - 2 \leq 2n/3 \). Recall that \( q/8 - 2 \) is the weight of vectors in \( L_g \) and \( L_m \). We view a weight parameters outside of this range as a potential security risk. Figure 12 shows a wider range of NTRU-HPS parameter sets. Each curve represents a choice of \( n \). Exceeding the upper bound on weight clearly leads to a sub-optimal size vs. security trade-off. The lower bound, however, is heuristic and excludes some potentially interesting parameter sets, e.g. ntruhps1024557 and ntruhps2046859, which appear above and to the left of our recommended parameter sets in Figure 12. The apparent benefit of these parameter sets is diminished in Figure 13, which uses a different estimate for the cost of attacks.
Hybrid attack cost assuming Core-SVP preprocessing, 0.292b metric, log scale

Figure 11:
3 Performance analysis

3.1 Description of platform

In order to obtain benchmarks, we evaluate our reference implementation on a machine using the Intel x64-86 instruction set. In particular, we use a single core of a 3.2 GHz Intel Core i3-6100T CPU. We follow the standard practice of disabling TurboBoost and hyper-threading. The system has 32KiB L1 instruction cache, 32KiB L1 data cache, 256KiB L2 cache and 3072KiB L3 cache. Furthermore, it has 16GiB of RAM, running at 1066MHz. When performing the benchmarks, the system ran on Linux kernel 5.3.0-3-amd64, Debian 11 (Bullseye). We compiled the code using GCC version 10.2.0-9, with the compiler optimization flag -O3.

We used the same platform described above to evaluate our AVX2 implementation. For the AVX2 implementation, we included the additional compiler flag `-march=native'.

3.2 Performance of reference and AVX2 implementations

Table 2: Key and ciphertext sizes and cycle counts for all of the recommended parameter sets. Cycle counts were obtained on one core of an Intel Core i7-4770K (Haswell); “ref” refers to the C reference implementation, “AVX2” to the implementation using AVX2 vector instructions; sk stands for secret key, pk for public key, and ct for ciphertext.

<table>
<thead>
<tr>
<th>Parameter Set</th>
<th>Sizes (in Bytes)</th>
<th>Haswell Cycles (ref)</th>
<th>Haswell Cycles (AVX2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>ntruhs2048509</td>
<td>sk: 935</td>
<td>gen: 8906821</td>
<td>gen: 191279</td>
</tr>
<tr>
<td></td>
<td>pk: 699</td>
<td>enc: 643128</td>
<td>enc: 61331</td>
</tr>
<tr>
<td></td>
<td>ct: 699</td>
<td>dec: 1662377</td>
<td>dec: 40026</td>
</tr>
<tr>
<td>ntruhs2048677</td>
<td>sk: 1235</td>
<td>gen: 15387578</td>
<td>gen: 309216</td>
</tr>
<tr>
<td></td>
<td>pk: 931</td>
<td>enc: 1092814</td>
<td>enc: 83519</td>
</tr>
<tr>
<td></td>
<td>ct: 931</td>
<td>dec: 2897664</td>
<td>dec: 59729</td>
</tr>
<tr>
<td>ntruhs4096821</td>
<td>sk: 1592</td>
<td>gen: 22511180</td>
<td>gen: 431667</td>
</tr>
<tr>
<td></td>
<td>pk: 1230</td>
<td>enc: 1566922</td>
<td>enc: 98809</td>
</tr>
<tr>
<td></td>
<td>ct: 1230</td>
<td>dec: 423744</td>
<td>dec: 75384</td>
</tr>
<tr>
<td>ntruhrss701</td>
<td>sk: 1452</td>
<td>gen: 16487419</td>
<td>gen: 340823</td>
</tr>
<tr>
<td></td>
<td>pk: 1138</td>
<td>enc: 1069326</td>
<td>enc: 50441</td>
</tr>
<tr>
<td></td>
<td>ct: 1138</td>
<td>dec: 3113303</td>
<td>dec: 62267</td>
</tr>
</tbody>
</table>

3.3 Memory usage

The memory usage benchmarks of our reference implementations range from 11KiB for ntruhs2048509 to 18KiB for ntruhs4096821, and our AVX2 implementation of ntruhrss701 requires 47KiB. Note that
memory consumption was not an optimization target, and these numbers should not be considered to be a lower bound.

4 Known Answer Test values

All KAT values are included in subdirectories of the directory KAT/ of the submission package. The KAT values were generated by the PQCgenKAT_kem program provided by NIST. The complete list of KAT files is:

- KAT/ntruhps2048509/PQCkemKAT_935.req,
- KAT/ntruhps2048509/PQCkemKAT_935.rsp,
- KAT/ntruhps2048677/PQCkemKAT_1234.req,
- KAT/ntruhps2048677/PQCkemKAT_1234.rsp,
- KAT/ntruhps4096821/PQCkemKAT_1590.req,
- KAT/ntruhps4096821/PQCkemKAT_1590.rsp,
- KAT/ntruhrss701/PQCkemKAT_1450.req,
- KAT/ntruhrss701/PQCkemKAT_1450.rsp.

5 Expected security

5.1 Security definition for key-establishment

When used with NTRU-HPS (Section 1.3.2) or NTRU-HRSS (Section 1.3.3) parameter sets, the key encapsulation mechanism specified in Section 1.12 is perfectly correct and achieves the standard notion of security against adaptive chosen ciphertext attacks (IND-CCA2 security) in the random oracle model. A reduction from the IND-CCA2 security of the KEM to the OW-CPA security of the DPKE is given in [35]. Alternative proofs of security can be obtained by viewing the KEM in Section 1.12 can as an application of the $U^T$ transformation of Hofheinz, Hövelmanns, and Kiltz [21], or as an application of the "$H(1,p)$" variant of the SimpleKEM transformation of Bernstein and Persichetti [5]. All of these reductions are tight in the random oracle model and non-tight in the quantum random oracle model. A tight reduction in the QROM can be had if one assumes that the DPKE in Section 1.12 is sparse and pseudorandom [35, Definition 3.2]. It is clear that our DPKE is sparse, but we are not aware of any significant investigation of its pseudorandomness.

5.2 Security definition for ephemeral-only key-establishment

The ephemeral-only variants of our recommended parameter sets (Section 2.4.1) do not provide perfect correctness, and cannot rely on the same security theorems as our IND-CCA2 KEM. Nevertheless, if one assumes OW-CPA security of the DPKE, and that the private key is only used once, session keys that are produced using these parameter sets are indistinguishable from uniform in the ROM. An adversary who observes a transcript $((h,c)\,|\,\text{Decapsulate}((f,f_p,h,q,s),c) = k)$ can only distinguish $k$ from $k^* \leftarrow \{0,1\}^{256}$ if

- $\text{Decrypt}((f,f_p,h),c) = (r,m,0)$ and the adversary queries $H_1(r,m)$, or
- $\text{Decrypt}((f,f_p,h),c) = (0,0,1)$ and the adversary queries $H_2(s,c)$.

Suppose that the adversary makes at most $2^{w_1}$ queries to $H_1$ and at most $2^{w_2}$ queries to $H_2$. The first case implies either a violation of OW-CPA security or that the adversary has queried $(r,m)$ by chance, which occurs with probability at most $2^{w_1 - \text{sample\_plaintext\_bits}}$. The second case occurs with probability at most $2^{w_2 - \text{prf\_key\_bits}}$. 30
5.3 Security categories

NIST security categories 1, 3, and 5 are defined relative to the “computational resources” that are required for a key search on a block cipher with a 128-, 192-, or 256-bit key, respectively. The call for proposals states that “computational resources may be measured using a variety of different metrics” and that the thresholds must be satisfied “with respect to all metrics that NIST deems to be potentially relevant to practical security.” NIST has, understandably, not specified an exhaustive set of relevant metrics, so we have chosen to provide two security evaluations: one relative to non-local models of computation, and one relative to local models of computation.

A model of computation is non-local if it allows unit-cost communication at arbitrary distance. Random access machines, boolean circuits, and Clifford+T quantum circuits are all non-local models of computation. A model of computation is local if signals within it propagate at finite speed (e.g. the speed of light). Single-tape Turing machines, VLSI models, and anyonic quantum computers are all local models of computation. A parallel machine model that allows non-local communication between otherwise local machines is non-local. A quantum machine model that allows non-local classical computation is also non-local. Some non-local models can be considered local when their memory usage is restricted, e.g. circuits of constant width and random access machines with $O(1)$ bits of memory.

Key search attacks on block ciphers perform well in local models of computation, and it seems unlikely that non-locality can be used to significantly improve performance. The same cannot be said for attacks on NTRU. Several of the best attack algorithms, e.g. sieve algorithms for the shortest vector problem, achieve significantly better performance in non-local models than they are known to achieve in local models. That said, attacks in local models have not received the same level of attention, and the situation is unstable. We discuss a conjecture by Ducas below that, if true, would cause us to revise our security categories relative to local models.

| Security categories relative to non-local models | Security categories relative to local models |
| Parameter set | Category | Parameter set | Category |
| ntruhs2048509 | - | ntruhs2048509 | 1 |
| ntruhs20487701 | 1 | ntruhs20487701 | 3 |
| ntruhs2048677 | 1 | ntruhs2048677 | 3 |
| ntruhs4096821 | 3 | ntruhs4096821 | 5 |

6 Cost of known attacks

Note (2020-07-30): This section no longer reflects the state-of-the-art. A revised analysis will be advertised on the pqc-forum mailing list.

Some background on lattices is assumed. Throughout this section we view $\mathbb{Z}[x]/(\Phi_1 \Phi_n)$ as $(\mathbb{Z}^n, +, \otimes)$ with $u \otimes v = uv \mod (\Phi_1 \Phi_n)$. We write $\langle \cdot, \cdot \rangle$ and $|\cdot|$ for the euclidean inner product and norm. We present a basis of a lattice as an ordered set of vectors $B = (b_1, \ldots, b_d)$. We write $\pi_{B,i}(v)$ for the projection of $v$ orthogonal to the first $i-1$ vectors in $B$. We suppress the $B$ from $\pi_{B,i}$ when it is clear from context. We denote the Gram-Schmidt vectors of $B$ by $(b_1^*, b_2^*, \ldots, b_d^*) = (\pi_1(b_1), \pi_2(b_2), \ldots, \pi_d(b_d))$.

We denote the volume of $\mathbb{R}/L$ by $\text{vol}(L)$. Note that $\text{vol}(L)$ can be computed as $\prod_{i=1}^d (b_1^*, b_i^*)$ for any choice of basis. We write $B_{[\ell, r]}$, with $\ell < r$, for the block $(b_\ell, b_{\ell+1}, \ldots, b_r)$. We write $B^*_{[\ell, r]}$ for the projected block $(\pi_\ell(b_\ell), \ldots, \pi_r(b_r))$.

---

Note: In so far as computation is a physical process, it should be obvious how to define “unit-cost communication” and “distance” within a model of computation. That said, there’s no harm in viewing, say, the lambda calculus as a non-local model of computation.
6.1 Attacks based on lattices

The best known attacks on NTRU begin from the observation that the set
\[ M_{b,s} := \{(a, b) \in \mathbb{Z}^{2n} : a \oplus h = b \oplus s \pmod{q}\} \]
is a lattice. The choice of sample spaces in NTRU-HPS ensures that, for each public key \( h \), there is some ternary vector \((f, g) \in M_{b,3}\). Hence, a key-only attack on NTRU-HPS might involve searching for short vectors in \( M_{b,3} \). Likewise, a key-only attack on NTRU-HRSS might involve \( M_{b,3}\Phi_1 \). A decryption attack on either system might involve a search for vectors close to \((0, c)\) in \( M_{b,1}\). We will suppress the choice of \( s \) for the remainder.

Attacks involving \( M_h \) have gone through several reformulations. Hoffstein, Pipher, and Silverman considered exact key recovery in [19]. Coppersmith and Shamir later observed that any short vector in \( M_h \), not just \((f, g)\), would be useful in attacks [10]. Coppersmith and Shamir also observed that the norm of the target vector could be decreased by considering the projection of \( M_h \) orthogonal to \((\Phi_n, \Phi_n)\). May [30] reformulated the key-recovery problem as an instance of unique-SVP and considered other projected sublattices. For example, he considered ‘dimension reduced’ lattices obtained by projection orthogonal to a set of standard basis vectors. May [30], and May and Silverman [31], further observed that attackers can trade the cost of lattice reduction against the probability of guessing a projection that results in an easier lattice problem. Howgrave-Graham’s hybrid attack combines May’s dimension reduction with an exhaustive search strategy that further decreases the amount of lattice reduction that needs to be performed [22].

In parallel with these reformulations, there have been tremendous advances in algorithms for lattice problems. We will mention a few of the key results below.

6.2 Quality of lattice reduction

There are various ways to measure the quality of a basis \( B \subset L \). The least we can ask for is that the basis is size-reduced, which simply says that \( b_j \) is the shortest vector in \( b_j + Zb_i \) for each \( i < j \). The Lenstra-Lenstra-Lovász (LLL) algorithm produces size-reduced bases with an additional guarantee that \( b_1^* \) is a shortest vector in the projected block \( B_{[i,i+1]}^* \) for all \( 1 \leq i < d \). Such bases are called LLL reduced. Similar notions of reduction can be defined relative to larger block sizes, i.e. with the condition on \( B_{[i,i+1]}^* \) replaced by a condition on \( B_{[i,i+b-1]}^* \). In the extreme, with block size equal to rank, a Hermite-Korkine-Zolatarev (HKZ) reduced basis is a size-reduced bases for which \( b_1 \) is a shortest vector in \( L \), \( b_2^* \) is a shortest vector in \( \pi_{B_2}(L) \), and so on. Between the two extremes there are a variety of algorithms that produce block reduced bases by solving polynomially many instances of SVP in projected blocks.

The quality of block reduced bases can be evaluated in terms of the root Hermite factor \( \delta = (|b_1|/\text{vol}(L))^{1/d} \) or the basis profile \( (|b_1^*|, |b_2^*|, \ldots, |b_d^*|) \). In practice, these quantities are estimated using the Gaussian heuristic and the geometric series assumption.

**Gaussian heuristic** The Gaussian heuristic states that the shortest vectors of a unit-volume lattice of rank \( b \) are of length approximately
\[ gh(b) = (\text{vol}(\text{unit ball in dim. } b))^{-1/b} = \frac{\Gamma(b/2 + 1)^{1/b}}{\sqrt{\pi}}. \]

**Geometric series assumption** The geometric series assumption was introduced by Schnorr in the analysis of his Block Korkine-Zolatarev (BKZ) algorithm [36]. The output of BKZ with block size \( b \) is a BKZ-\( b \)-reduced basis, \( B = (b_1, \ldots, b_d) \). Let \( \delta(b) = gh(b)^{1/(b-1)} \). The geometric series assumption states that the profile of \( B \) is close to a particular geometric series:
\[(|b_1^*|, \ldots, |b_d^*|) \approx \text{vol}(L)^{1/d} \cdot (\delta(b)^d, \ldots, \delta(b)^{-d}). \]

The assumption is thought to be accurate when \( 50 \leq b \ll d \).

BKZ is heuristically expected to make polynomially many calls to SVP oracles in dimensions \( \leq b \) before outputting a BKZ-\( b \)-reduced basis. Other algorithms, like slide reduction [14] and DBKZ
[32], provably make polynomially many calls to SVP oracles in dimension $b$. These algorithms achieve slightly different notions of block reduction, but to simplify our discussion we will only refer to BKZ-$b$ reduced bases. We apply the geometric series assumption to bases output by any algorithm that makes polynomially many calls to an SVP oracle in dimension $\leq b$.

### 6.3 Cost of SVP algorithms

Table 3 gives asymptotic RAM operation counts and memory usage for state-of-the-art sieve algorithms. HKL18 refers to the algorithm of Herold, Kirshanova, and Laarhoven [16]; BGJ15 refers to the algorithm of Becker, Gama, and Joux [3]; BDGL16 refers to the algorithm of Becker, Ducas, Gama, and Laarhoven [4].

The non-asymptotic performance of these algorithms is poorly understood. For instance, it is not at all clear which sieve performs best in, say, dimension 300. The current records in lattice reduction challenges have been set by simpler variants of these sieves [1], and these variants do not achieve the asymptotic complexities listed in Table 3. Nevertheless, we use the asymptotic operation count of BDGL16 to estimate the non-asymptotic operation count of the best sieve in fixed dimension. Also note that the memory usage for BDGL16 given in Table 3 is for a variant of the algorithm that "performs quite poorly in practice" according to the authors [4].

<table>
<thead>
<tr>
<th>Sieve</th>
<th>$\log_2$(operations)</th>
<th>$\log_2$(memory)</th>
</tr>
</thead>
<tbody>
<tr>
<td>HKL18</td>
<td>$(0.3588\ldots+o(1)) \cdot b$</td>
<td>$(0.1887\ldots+o(1)) \cdot b$</td>
</tr>
<tr>
<td>BGJ15</td>
<td>$(0.3112\ldots+o(1)) \cdot b$</td>
<td>$(0.2075\ldots+o(1)) \cdot b$</td>
</tr>
<tr>
<td>BDGL16</td>
<td>$(0.2925\ldots+o(1)) \cdot b$</td>
<td>$(0.2075\ldots+o(1)) \cdot b$</td>
</tr>
</tbody>
</table>

Table 3:

Table 4 gives the asymptotic operation count and memory usage for sieves that do not require random access. Systolic NV08 refers to Kirchner's observation that the Nguyen-Vidick sieve can be implemented on a ring of data processing units [27]. The simplified variant of BGJ15 from [1] is called bgj1. Local bgj1* refers to Ducas' conjecture [12] that bgj1 can be implemented locally with complexity matching its RAM complexity.

<table>
<thead>
<tr>
<th>Sieve</th>
<th>$\log_2$(operations)</th>
<th>$\log_2$(memory)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Systolic NV08</td>
<td>$(0.4150\ldots+o(1)) \cdot b$</td>
<td>$(0.2075\ldots+o(1)) \cdot b$</td>
</tr>
<tr>
<td>Local bgj1*</td>
<td>$(0.3496\ldots+o(1)) \cdot b$</td>
<td>$(0.2075\ldots+o(1)) \cdot b$</td>
</tr>
</tbody>
</table>

Table 4:

### 6.3.1 Effect of quantum search

Quantum variants of sieve algorithms have been studied, e.g. [29]. All of the known improvements come from applying Grover search to exponentially large lists of vectors. The improvements thus rely on unit-cost superposition queries to classical memory (QRAM), which is an even stronger non-local resource than standard Clifford+T quantum circuits\footnote{Clifford+T circuits already require non-locality in the form of controlled-NOT gates that can be applied between arbitrary qubits. An analogous form of non-locality is provided in the boolean circuit model. A general purpose random access memory requires a number of gates that grows linearly with the memory size in either model. We maintain that QRAM is a stronger resource. If a program is "compiled" to a boolean circuit, a bit access with fixed address can be replaced by a single fan-out gate (or similar). On the other hand, if a program is compiled to a Clifford+T circuit, a bit access with a fixed superposition of addresses requires a number of controlled-NOT gates that grows linearly with the number of addresses in the support of the superposition. Quantum variants of sieve algorithms repeatedly query exponentially many addresses in superposition.}. Even with this very strong resource the best
claimed operation count is $2^{0.265\ldots+o(1)) \cdot b}$ [28]. We do not believe that this translates into an attack that is relevant to the security of NTRU in practice.

6.4 The cost of lattice attacks

Recent work on sieve algorithms has made it clear that the community’s understanding of the asymptotic cost of solving the shortest vector problem is still in flux. Consequently, there has been a push to ignore polynomial factors in the cost of lattice reduction and to focus on the cost of solving SVP in projected blocks of a given size. We follow this approach here, and we assess only the core-SVP cost of lattice attacks. Core-SVP cost was defined in [2]; the core-SVP cost of block reduction with block size $b$ is the cost of one call to an SVP solver in dimension $b$.

6.4.1 Short vectors in NTRU lattices

We write $(f, g)$ for the target vector. We write $s$ for (a lower bound on) the expected size of a coefficient in $(f, g)$. For NTRU-HPS we take $s = (g/8 - 2)/(n - 1)$. This gives 1/2 for ntruhps2048509, 127/338 for ntruhps2048677, and 51/82 for ntruhps4096821. The NTRU-HRSS-KEM submission proposed a sampler with $s = 10/16$, and we use this value for NTRU-HRSS even though our recommended sampler (1.10.3) produces vectors with $s = 170/256$. This results in a slight security underestimate.

6.4.2 Costing the primal attack

The primal attack on NTRU applies May’s dimension reduction and Coppersmith and Shamir’s projection orthogonal to $(\Phi_n, \Phi_n)$. The dimension reduction is chosen based on a volume parameter $m$. The attack computes a BKZ-$b$ reduced basis $V = (v_1, \ldots, v_d)$ of a projected sublattice of $M_h$ of rank $d = (n - 1) + m$ and volume $q^m$. The block size $b$ is chosen to be the minimal value for which $|v_{d-b}^*| \geq s\sqrt{b}$ under the geometric series assumption. In our analysis, we minimize the block size over all choices of $m$.

<table>
<thead>
<tr>
<th></th>
<th>Non-local</th>
<th>Local</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$b \cdot 0.2925 \cdot b$</td>
<td>$b \cdot 0.3496 \cdot b$</td>
</tr>
<tr>
<td>ntruhps2048509</td>
<td>364</td>
<td>364</td>
</tr>
<tr>
<td>ntruhps2048777</td>
<td>496</td>
<td>496</td>
</tr>
<tr>
<td>ntruhps4096821</td>
<td>612</td>
<td>612</td>
</tr>
<tr>
<td>ntruhps701</td>
<td>364</td>
<td>364</td>
</tr>
<tr>
<td></td>
<td>106</td>
<td>127</td>
</tr>
<tr>
<td></td>
<td>136</td>
<td>164</td>
</tr>
<tr>
<td></td>
<td>145</td>
<td>173</td>
</tr>
<tr>
<td></td>
<td>179</td>
<td>213</td>
</tr>
</tbody>
</table>

Table 5: Core-SVP cost of the primal attack

6.4.3 Costing the hybrid attack

Howgrave-Graham’s hybrid attack [22] partitions $M_h$ into three sublattices $L_1$, $L_2$, and $L_3$. The partition is chosen according to two parameters: a combinatorial search parameter $k$, and a volume parameter $m$. The sublattice $L_1$ is the integer span of $\{x^i, x^i \oplus h : 0 \leq i < k\}$; it is of rank $k$ and unit volume. The sublattice $L_2$ is the integer span of $\{x^i, x^i \oplus h : k \leq i < n\} \cup \{(0, qx^i) : 0 \leq i < m\}$; it is of rank $d = n - k + m$ and volume $q^m$. The sublattice $L_3$ is the integer span of the remaining $q$ vectors; it is of rank $n - m$ and volume $q^{n-m}$.

The attacker produces a BKZ-$b$ reduced basis $V = (v_1, \ldots, v_d)$ for $L_2$. The block size $b$ is chosen so that $|v_d^*| \geq 2s$. Heuristically, we expect that the result of size-reducing $\sum_{i=0}^{k-1} f_i \cdot (x^i, x^i \oplus h)$ against $V$ will be equivalent to $(f, g)$ modulo $q$. The attacker can choose $k$ to balance the cost of lattice reduction against the cost of guessing the first $k$ coefficients of $f$. The enumeration of vectors in $L_1$ can be pruned based on the secret key distribution. The sublattice $L_3$ can be used in a meet-in-the-middle search strategy [22] or for a “checking routine” in a quantum search.

\footnote{The primal attack can be adapted for message recovery using Kannan’s embedding technique. The cost is essentially identical to key recovery, and can be computed using the scripts provided with the submission package.}
For each $k$ we compute the $b$ for which the cost of a single call to an SVP solver in dimension $b$ matches the cost of guessing $k$ coefficients of $f$. Among these values of $b$ we find the minimum for which $|v_0^*| \geq 2s$ under the geometric series assumption.

We assume that guessing $k$ coefficients of $f$ costs $2^{(1/2+o(1))\nu k}$ operations where $\nu k$ is Shannon entropy of the first $k$ coefficients of $f$ (with randomness taken over the coins in key generation). For non-local models of computation we assume this search is performed using a classical meet-in-the-middle strategy. For local models of computation we assume this search is performed using (parallel) quantum search with a $2^{96}$ gate limit on circuit depth.

In our analysis, we take $\nu$ to be the Shannon entropy of $f_1$. This will slightly overestimate $\nu k$ for \textsc{ntru-hps}, however we expect it to be a good approximation when $k \ll n$. A larger source of error is that we ignore the $n-1$ other short vectors of the form $(x^i \odot f, x^i \odot g)$ with $1 \leq i \leq n-1$. Both of these sources of error lead to security overestimates. However, we believe they are more than compensated for by security underestimates that come from 1) costing only a single call to the SVP solver, and 2) ignoring the probability that the attack fails. See [38] for a detailed discussion of the failure probability.

<table>
<thead>
<tr>
<th>Non-local</th>
<th>Local</th>
</tr>
</thead>
<tbody>
<tr>
<td>b</td>
<td>$(0.2925 \cdot b)$</td>
</tr>
<tr>
<td>ntruhs2048509</td>
<td>359</td>
</tr>
<tr>
<td>ntruhrss701</td>
<td>459</td>
</tr>
<tr>
<td>ntruhs2048677</td>
<td>494</td>
</tr>
<tr>
<td>ntruhs4096821</td>
<td>612</td>
</tr>
</tbody>
</table>

Table 6: Core-SVP cost of the hybrid attack. Dashes indicate that hybrid attack is outperformed by the primal attack. The poor performance of the hybrid attack in these cases is due to the depth restriction on quantum search.

6.5 Rationale for security categories

The security categories given in Section 5.3 are based on the $[0.2925 \cdot b]$ and $[0.4150 \cdot b]$ columns of Tables 5 and 6. We emphasize that these tables represent very conservative security estimates, and the values in these tables do not have units of bit operations. NIST’s recommended classical gate count thresholds for security categories 1, 3, and 5 are $2^{143}$, $2^{207}$, and $2^{272}$, respectively. In some cases, e.g. the assignment of category 1 to \textsc{ntruhs2048677} relative to the RAM model, our estimates clearly exceed these thresholds. In other cases, e.g. the assignment of category 3 to \textsc{ntruhs4096821} relative to the RAM model, we are assuming that the overhead that is missing from our analysis covers the gap.

The $[0.3495 \cdot b]$ columns in Tables 5 and 6 give security estimates relative to Ducas’ conjecture about the complexity of $bgj1$ in a local model. If this conjecture is true, then our security categories in local models may need to be revised downwards.

7 Advantages and limitations

Our submission has a number of advantages.

– It is correct. The IND-CCA2 KEM always establishes a key; it never aborts because of a decryption failure. This simplifies the analysis of the scheme, and makes it an attractive drop-in replacement for KEMs that are in use today.

– It is well studied. Among the assumptions underlying post-quantum cryptosystems, the OW-CPA security of NTRU is well studied. NTRU, and similar systems, have frequently been used to benchmark new techniques in lattice reduction [36, 7, 15, 8]. This history of concrete cryptanalysis should inspire some confidence in NTRU. The tight reduction from the IND-CCA2 security of our KEM to the OW-CPA security of the ANTS’98 DPKE means that this history is relevant to the concrete security of our KEM.
– It is flexible. The underlying DPKE can be parameterized for a variety of use cases with different size, security, and efficiency requirements. We have discussed this in Section 2.4 and depicted some of the trade-offs in Figures 11, 12, and 13.

– It is simple. The DPKE has only two parameters, $n$ and $q$, and can be described entirely in terms of simple integer polynomial arithmetic. The transformation to an IND-CCA2 secure KEM is conceptually simple.

– It is fast. ntruhrss701 was among the fastest submissions in the first round. We expect that this will remain true in the second round.

– It is compact. Our ntruhps2048677 parameter set achieves level one security with a wide security margin, level three security under a reasonable assumption, and has public keys and ciphertexts of only 930 bytes.

– It is patent free. The relevant patents have expired.

It also has several limitations.

– NTRU is unlikely to be the fastest submission, unlikely to be the most compact submission, and unlikely to be the most secure submission. However, it will be competitive on products of these measures.

– The choice of optimal parameters for NTRU is currently limited by a poor understanding of the non-asymptotic behavior of new algorithms for SVP. This is a limitation that is shared with all lattice based cryptosystems.

– There is structure in NTRU that is not strictly necessary, and this may also be seen as a limitation. It is possible to eliminate the structure of a sparse ternary secret at a cost in terms of correctness or compactness. It is also possible to eliminate the cyclotomic structure of the ring; comparisons with NTRU Prime will reveal the cost of doing so.
Figure 12: The same analysis as Figure 11 with a wider range of weight parameters.
Figure 13: The same parameters as Figure 12, but using a cost of $2^{0.415b}$ for SVP in dimension $b$. More expensive lattice reduction degrades the apparent benefit of a low weight parameter.
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**Changelog:**

**2020-07-30**

- Added Tsunezazu Saito, Keita Xagawa, and Takashi Yamakawa as co-authors.
- Section 1.6: Corrected value of sample_fixed_type_bits for ntruhps4096821
- Section 1.11.4: Fixed typo in Line 5 DPKE_Decrypt (unpack_Rq0 → unpack_Sq).
- Section 1.11.4: Added Note 2.
- Section 1.12.3: Fixed description of private key parsing.
- Section 2.4.1: Added decryption failure rates for improperly generated keys.
- Section 3.2: Added performance numbers for AVX2 implementations of ntruhps*.
- Section 6: Added disclaimer about forthcoming revised security analysis.
- Section 6: Removed subsection 'Non-asymptotic memory usage of sieving’
- Section 6.2: Corrected typo in definition of geometric series assumption.