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## 1

## Introduction

Cryptology, the "science of the secret", from Greek xpurtós (secret) and $\lambda$ ó $\gamma o s$ (word, science) traditionally encompasses two highly related areas, namely cryptography (Greek rpá $\varphi \varepsilon \iota v: ~ t o ~ w r i t e) ~ a n d ~ c r y p t a n a l y s i s . ~ C r y p t o g r a p h y ~ d e a l s ~ w i t h ~ e n c r y p t i n g ~$ messages, i.e., transforming message plaintexts into ciphertexts under the use of a key in such a way that the plaintext can be retrieved from the ciphertext only with knowledge of the key. Cryptanalysis is the counterpart to cryptography and deals with retrieving plaintexts from given ciphertexts without knowledge of the key.

When the predecessors of modern computers were developed in the first half of the 20th century, cryptography and cryptanalysis were among the first applications of automated computing. Examples of early specialist "computers" for cryptography are the Enigma encryption machines invented by Scherbius and patented in 1928 [Sch28]. The most famous model of the Enigma, the Wehrmacht Enigma, was used by the German troops during World War II. An example for early specialist "computers" for cryptanalysis are the so-called Bombes invented by Turing that were used in the United Kingdom's main decryption facility in Bletchley Park to break the ciphertexts generated by the Wehrmacht Engima. Also the first electronic digital information processing machine, the Colossus, was built for cryptanalysis and used in Bletchley Park starting in 1943.

Since these days both fields, automated computing and cryptology, have evolved dramatically. The invention of the von Neumann architecture [vN45, vN93] in 1945 and of the transistor in 1947 [BB50, Sho51, Nob], the first personal computer in 1981, and the long-term trend of exponentially increasing number of components on integrated circuits [Moo65] are only some of the important achievements that led to the computers used today.

The most ground-breaking change in cryptography in that period was certainly
the invention of public-key cryptography by Diffie and Hellman in 1976 [DH76]. Within only a few years research in cryptography picked up topics such as, for example, key-exchange protocols, asymmetric encryption, digital signatures, cryptographic hash functions, and message authentication. This broad variety of primitives enabled the construction of high-level cryptographic protocols, for example secure multi-party computation or zero-knowledge proofs.

Development of computer technology and advances in cryptology were not independent. Not only is a lot of research devoted to special-purpose hardware for cryptographic and cryptanalytical applications, cryptographic applications also influenced and still influence the design of general-purpose computers. The most recent example is Intel's decision to support the Advanced Encryption Standard [NIS01] through special hardware on various Core i7 and Core i5 processors [Gue08].

Even more is research in cryptology driven by advances in computer architecture. The performance of known attacks on general-purpose computers is one of the most important parameters to evaluate the security of cryptographic schemes and choose key sizes appropriately [ECR09, $\mathrm{BBB}^{+}$07]. Furthermore, in the design and standardization process, software speed of new primitives has become one of the key properties to decide for or against certain proposals. One reason why the Rijndael cipher was chosen as the Advanced Encryption Standard [NIS01] was because "Rijndael provides consistently high-end performance for encryption, decryption and key setup" [ $\left.\mathrm{NBB}^{+} 00\right]$. Also for the standardization of the SHA-3 cryptographic hash algorithm, performance in software on standard 32-bit and 64-bit processors is, beside security, one of the most important criteria [NIS07, Section 4].

Why is software performance so important for cryptography? The reason is that many applications require fast cryptographic software and that even small speedups justify high effort. Consider for example Internet content providers running large server farms. Encrypting all transmitted data requires many computers that do nothing but perform cryptographic operations. Even a speedup of only $10 \%$ of the software saves $10 \%$ of hardware and power cost. Also private users benefit from fast cryptographic software. Consider, for example, the use of an encrypted hard disk in a laptop. Certainly, data transfer to and from the hard disk should not be bottlenecked by cryptography; encryption throughput has to be at least as high as hard-disk throughput. But more than that, more efficient cryptographic implementations leave more processor resources to other programs and help save battery by leaving the processor idle more often.

There are many more examples for the importance of fast cryptographic software and consequently a lot of research is devoted to making cryptographic and cryptanalytical primitives and protocols run fast on standard computers. This area of research is the topic of this thesis.

## High-speed cryptography

The term high-speed cryptography as used in this thesis refers to the design and implementation of secure and fast cryptographic software for off-the-shelf computers.

It does not refer to the design of new (fast) cryptographic primitives; it does not refer to the design of special hardware for cryptography.

Designing and implementing such secure and fast cryptographic software requires careful choices of high-level cryptographic parameters, low-level optimization of software on the assembly level for a given microarchitecture, and considerations of the subtle interactions between high-level and low-level optimizations.

For asymmetric cryptography, high level parameters include for example suitable elliptic curves for elliptic-curve cryptography and pairing-based cryptography, representation of points on these curves, and algorithms for exponentiation. Usually for symmetric cryptographic primitives there are fewer choices to make on the high level, but for example the choice of a mode of operation for block ciphers not only influences security properties but also can have a significant impact on performance.

Optimizations on assembly level include the decision about what type of registers (for example integer registers, vector registers or floating-point registers) are used to implement finite-field arithmetic, the choice of appropriate machine instructions to implement higher-level algorithms, and generic assembly optimizations such as instruction scheduling and register allocation.

These levels of optimizations are not at all independent. One example of interaction between these levels is the choice of an elliptic curve over a certain finite field for elliptic-curve cryptography. High-speed software takes into account specifics of the target computer architecture that allow for particularly efficient implementation of arithmetic in this finite field. Another example is the choice of reduction polynomials for binary finite fields: Scott showed in [Sco07] that trinomials, a choice that seems very obviously optimal when only considering high-level algorithmic aspects, are in fact not optimal for most real-world computers. There are many such interactions between different levels of optimization, some influencing not only performance but also security of implementations.

## High-speed cryptanalysis

Analogous to the definition of the term high-speed cryptography, the term high-speed cryptanalysis as used in this thesis refers to the design and implementation of fast cryptanalytical software for off-the-shelf computers to break (or analyze the security of) specific instances of cryptographic primitives. The term thus does not refer to finding previously unknown vulnerabilities in cryptographic systems or developing new cryptanalytical methods; it does not refer to developing hardware to attack cryptographic systems.

Optimizing cryptographic software and optimizing cryptanalytical software have many things in common, but there are also differences. High-level choices usually do not involve the choice of underlying mathematical structures; these are given by the target cryptosystem. Examples of high-level decisions for cryptanalytical software are the choice of the iteration function in Pollard's rho algorithm, or data-compression techniques for algorithms that involve large amounts of data. Furthermore, cryptanalytical applications require much more computational effort than cryptographic
applications. Most attacks therefore need efficient parallelization to become feasible. In some cases, parallelizing algorithms is straight forward but in many cases more effort is required to exploit the computational power of multi-core systems and computing clusters. Another difference from cryptographic software is that cryptanalytical software does not have to care about security; this makes some optimizations possible that have to be avoided in cryptographic software. More specifically, cryptanalytical implementations do not have to be secured against so-called side-channel attacks.

## Overview

Chapter 2 gives the general background on computer architecture and assembly programming required in the remainder of the thesis. It introduces different levels of parallelism in computer programs and describes techniques to exploit these to make programs run faster. Furthermore this chapter explains the effects of function calls, loops, conditional statements in programs, and memory access. Chapter 2 also describes the most important aspects of the qhasm programming language which is used for most high-speed software described in this thesis. Details of architectures and microarchitectures are introduced in each of the following chapters as needed to make the chapters self-contained, although this requires repeating some information when implementations described in different chapters target the same architecture.

Chapter 3 describes different implementations of the Advanced Encryption Standard (AES) and of AES-GCM, a mode of operation for combined encryption and authentication [MV04]. This chapter is based on joint work with Bernstein published in [BS08] and with Käsper published in [KS09].

Chapter 4 describes an implementation of elliptic-curve Diffie-Hellman key exchange for the Synergistic Processor Units of the Cell Broadband Engine. This chapter is based on joint work with Costigan published in [CS09].

Chapter 5 describes an implementation of the optimal ate pairing over a BarretoNaehrig curve targeting Intel Core 2 processors and also running at high speed on other AMD64 CPUs. This chapter is based on joint work with Naehrig and Niederhagen published in [NNS10].

Chapter 6describes implementations of the parallel version of Pollard's rho algorithm to solve the elliptic-curve discrete-logarithm problem specified by Certicom's challenge ECC2K-130 [Cer97a, Cer97b]. One implementation of the iteration function targets the Synergistic Processor Units of the Cell Broadband Engine, this is joint work with Bos, Kleinjung, and Niederhagen published in [BKNS10]. The other implementation targets NVIDIA GPUs, in particular the NVIDIA GTX 295 graphics card, this is joint work with Bernstein, Chen, Cheng, Lange, Niederhagen and Yang published in [ $\left.\mathrm{BCC}^{+} 10\right]$.

Chapter 7 describes a parallel implementation of Wagner's generalized birthday attack [Wag02a, Wag02b] against the compression function of the toy version $\mathrm{FSB}_{48}$ of the SHA-3 round-1 candidate hash function FSB [AFG $\left.{ }^{+} 09\right]$. This chapter is based on joint work with Bernstein, Lange, Niederhagen, and Peters published in $\mathrm{BLN}^{+} 09$.

All software described in this thesis is in the public domain. It is available for download athttp://cryptojedi.org/users/peter/thesis/.


## Preliminaries

Most software today is implemented in high-level programming languages, including compiled languages such as C and C++, interpreted languages such as Perl and PHP, and languages that use just-in-time compilation or interpretation of byte code such as Java or Python. All these languages have in common that the source code as the programmer sees it is very different from the program as the computer sees it. This abstraction of programming languages from the actual hardware allows programmers to develop software faster, and write software which is easy to maintain and easily portable to run on different computers.

The disadvantage of implementing software in high-level languages is performance. Even after 60 years of research on compilers, programs compiled from highlevel source code usually run significantly slower on a computer than an optimal program could run. How large this loss in performance is depends on the choice of the high-level programming language, the implemented algorithms, what compilers or interpreters are used, and on the abilities and will of a programmer to optimize the program in the given programming language. Section 2.7 will explain why compilers fall short on generating optimal program code.

For most software some performance loss is not a big problem and is outweighed by the benefits of high-level programming languages described above. For the software described in this thesis execution speed is the critical aspect and systematic performance penalties incurred by the use of more convenient high-level programming languages are not acceptable.

The alternative to using high-level languages is to directly implement a program as the computer sees it; this usually means using assembly language which can be seen as a human-readable form of the machine-language program that runs on the computer.

Optimizing software in assembly requires an understanding of how the computer is going to execute the program. This chapter gives background on computer architecture with a focus on understanding how processors execute programs and how they interact with memory. Furthermore it introduces notation related to computer architecture used in this thesis.

### 2.1 Instructions and instruction sets

A program as seen by the computer is nothing but a sequence of instructions. An instruction is a small building block, usually as simple as "pick up the value at location $a$, pick up the value at location $b$, add these two values, and write the result to location $c$ ". The locations an instruction receives as arguments can be either addresses in memory or registers. Registers are small, very fast storage units which belong to the processor. Their size fits the size of data which can be modified in one instruction. For example, a 32 -bit integer addition instruction operates on 32-bit registers.

An important difference between registers and main memory, aside from size and speed, is that registers can typically only be statically addressed. That means that it is possible to have an instruction such as "add the values in register 1 and register 2 and write the result to register 3 "; it is not possible to do something like "look up the value $i$ in register 1 and then do something involving register $i$ ". All register addresses have to be independent of any input; they are fixed when the program is written. In other words, registers are accessed through register names instead of register addresses. Other ways of addressing registers exist-examples are the ICT 1900 computers and the x86 floating-point stack-but they are not relevant for the software described in this thesis.

Which instructions a computer can execute is determined by the instruction set; the register names a computer supports are determined by the set of architectural registers. The instruction set and set of architectural registers together describe a computer architecture. Note that the computer architecture does not describe how exactly instructions are executed or how long it takes to execute them; this is specific to a microarchitecture which implements the architecture. As an example, the Intel Core 2 Quad Q9550 is a microarchitecture which implements the AMD64 architecture.

Many microarchitectures implement an architecture and support additional instructions or registers through so-called instruction-set extensions. Examples are the AltiVec extensions found on many PowerPC processors and the Streaming SIMD Extensions (SSE) on x86 and AMD64 processors.

Most architectures considered in this thesis are load-store architectures. This means that arithmetic and logical instructions can operate only on values in registers. A typical computation first loads inputs from memory into registers, then performs arithmetic and finally stores the outputs back to memory. An important technique to make software run fast on such architectures is to avoid loads and stores by keeping values in registers as much as possible.

The opposite approach to a load-store architecture is a memory-to-memory architecture that does not have any registers. The only instruction arguments are memory addresses, and all instructions include loading inputs and storing outputs. This thesis does not consider pure memory-to-memory architectures but it does consider architectures (such as the x86 and the AMD64 architectures) that weaken the concept of a load-store architecture by allowing one input argument to be a memory address for some arithmetic instructions.

One important task in optimizing an assembly program is choosing the best instructions which together implement the targeted algorithm. Choosing the best instructions does not mean choosing the shortest sequence of instructions; the relation between the number of instructions and the resulting performance of a program is much more subtle. The reason for the complex relation between the choice of instructions and resulting execution speed lies mainly in the capabilities of modern processors to exploit parallelism on various levels.

### 2.2 Exploiting instruction-level parallelism

A computer program is nothing but a sequence of instructions. Some instructions in this sequence directly depend on each other but many programs have instructions with independent inputs and outputs; these instructions can in principle be swapped or executed in parallel. Parallelism from independent instructions is called instruction-level parallelism.

### 2.2.1 Dependencies between instructions

Before looking at how this instruction-level parallelism can be exploited to decrease execution time of a program, it is important to understand what it means for two instructions to be independent. One usually distinguishes three types of dependencies between instructions: data dependencies, name dependencies, and control dependencies, see, for example, [HP07, Section 2.1].

Data dependencies. If the output of an instruction $i$ is input to an instruction $j$ then there is a data dependency between these two instructions. Data dependencies are transitive, so when there is a data dependency between an instruction $i$ and an instruction $k$ and a dependency between instruction $k$ and an instruction $j$, then there is also a data dependency between instructions $i$ and $j$. Instructions with data dependencies cannot be swapped; the output of instruction $i$ has to be computed before it can be used as input for instruction $j$.

Name dependencies. If an instruction $j$ writes to a location that an earlier instruction $i$ reads, there is no data flow between these two instructions, but they are not independent, i.e. they cannot be swapped. Similarly, if two instructions $i$ and $j$ write to the same location, they cannot be swapped although there is no data flow between the two instructions.

These dependencies are not true dependencies; they can be resolved by changing the output location of the second instruction if additional locations are available. The input locations of all subsequent instructions using the result have to be changed accordingly.

Control dependencies. Aside from arithmetic instructions, load instruction, and store instructions, programs contain branch instructions (also called jump instructions) that change the program flow, possibly depending on values known only at run-time. These instructions are required to implement loops and conditional statements. In a loop a conditional branch instruction at the end of the loop branches program execution to the beginning of the loop dependent on whether the loop condition holds. A conditional statement of the form

```
if cthen A
else B
```

is realized in assembly by two branch instructions (here denoted goto) as follows

```
goto ELSECASE if not c
A
goto FINAL
ElSECASE:
B
FINAL:
```

Just as in this pseudocode, assembly programs use labels (here elsecase and final) as placeholders for program addresses that are replaced by actual addresses before the program is executed. The decision bit $c$ is usually a value in a register or a bit in a special flag register. Flags in the flag register are usually set as a side effect of certain arithmetic instructions.

Swapping an instruction with a control instruction or moving instructions across branch targets changes the semantics of a program. These dependencies of instructions on the control flow of a program are referred to as control dependencies.

### 2.2.2 Pipelined and superscalar execution

Two techniques enable modern processors to exploit instruction-level parallelism: pipelining and superscalar execution.

Pipelined execution. The idea of pipelining is based on the observation that execution of one instruction involves multiple steps: the instruction is first loaded from memory, then it is decoded and inputs are retrieved, the instruction is executed, for load and store instructions memory access is performed at the addresses computed before, and finally the result is written. For independent instructions these steps can overlap; while one instruction is decoded, the next instruction can already be loaded from memory and during execution of one instruction the next instruction can be decoded and so on. This overlapping in the execution of independent instructions is called pipelining. Note that some stages in the pipeline can also be overlapped for
dependent instructions as long as the dependency is not a control dependency. The time it takes for an instruction to move from one pipeline stage to the next pipeline stage is defined in [HP07, A.1] as processor cycle which may be different from a clock cycle. In fact different parts of the CPU can operate at different speeds; for example, on the Intel Pentium 4 processor two ALUs operate at double speed [Int03]. Throughout this thesis a cycle is a cycle as given by the processor manufacturer; for example a 2.4 GHz Intel Core 2 processor runs at a speed of 2.4 billion cycles per second. On Linux systems the exact CPU frequency in cycles/second can be obtained from /proc/cpuinfo.

The above-described steps or pipeline stages are typical for the pipeline of a simple reduced-instruction-set (RISC) processor, see e.g., [HP07, Section A.1]. Many processors decompose the execution of one instruction into many more pipeline stages and thereby achieve a much higher pipeline depth. For example, the Intel Pentium 4 processors of the Prescott family have a 31-stage pipeline, although not all instructions have to pass all stages. More pipeline stages have the advantage that the CPU needs to do less work in each pipeline stage which allows an increase in the CPU frequency. For details see for example [HP07, Section A.1].

Superscalar processors. The second concept to exploit instruction-level parallelism is duplicating certain parts of a processor to handle multiple instructions in the same pipeline stage in the same cycle. For example duplicating the arithmetic-logic unit ( $A L U$ ) allows handling multiple instructions in the execution stage of the pipeline. Of course this only makes sense if also other units of the processor are duplicated. Processors that can issue multiple instructions per cycle are called superscalar processors. It is very common to say that some processor can, for example, "execute up to 3 integer-arithmetic instructions per cycle", or " 1 load/store instruction per cycle". Such statements usually ignore possible bottlenecks in many pipeline stages, they should be understood as an upper bound derived from the number of ALUs or load-store units in the superscalar design of the processor.

### 2.2.3 Optimizing code for in-order CPUs

Many processors execute instructions in the same order they appear in the program. This is called in-order execution. To achieve optimal speed the programmer not only needs to choose appropriate instructions, a crucial task to benefit from pipelining and superscalar execution is instruction scheduling. The most important target when scheduling instructions is to hide latencies of instructions by placing independent instructions between an instruction producing a result and the first instruction using the result. In order to avoid name dependencies, all these independent instructions need to write to different output locations (usually registers). Choosing registers for values involved in the computation is called register allocation. If the set of architectural registers is not large enough to hold all required values, some values need to be stored to memory and loaded back to a register later; this is called a register spill. On most microarchitectures spills take additional cycles, so register allocation generally tries to keep the number of spills as low as possible.

Note that instruction scheduling and register allocation have opposing requirements on the use of registers. Interleaving independent instructions requires more registers but using more registers than available in the set of architectural registers requires spills.

Aside from careful instruction scheduling and register allocation, some in-order microarchitectures require additional conditions to be fulfilled to achieve optimal performance. Such conditions include, for example, instruction alignment as described in Chapter 4 for the Synergistic Processor Units (SPUs) of the Cell Broadband Engine or instruction grouping on the UltraSPARC II processor which for example needs to make sure that a shift instruction is the first of two integer-arithmetic instructions executed in one cycle.

### 2.2.4 Optimizing code for out-of-order CPUs

Many modern processors, in particular most Intel and AMD processors, execute the instructions in a program out of order, the processor dynamically schedules instructions at run time. The main advantage of out-of-order execution is that programs can be compiled once and achieve reasonable performance on different microarchitectures. Furthermore it releases some pressure from the compiler, it becomes easier and cheaper to develop compilers for new microarchitectures. Finally the processor can schedule instructions based on information which is known only at run time and not at compile time; some data dependencies for example may depend on inputdependent memory addresses.

One important feature of out-of-order processors is that their register file usually contains many more registers than their set of architectural registers. The larger set of physical registers is used to resolve name dependencies in hardware by dynamically assigning architectural registers to physical destination registers. This process is known as register renaming. For more details on register-renaming techniques see for example [HP07, Section 2.4].

Carefully optimized software implemented in assembly usually does not benefit from out-of-order execution. Quite the contrary: the effects of instruction scheduling on execution speed are much harder to predict, also because manufacturers often do not document how exactly out-of-order execution is implemented. For many Intel and AMD processors a good source of information is the manuals by Fog [Fog10c, Fog10b, Fog10a.

### 2.3 Exploiting data-level parallelism

Whenever the same computations need to be carried out on multiple independent inputs, these computations can in principle be carried out in parallel. This kind of parallelism is called data-level parallelism. Carrying out the same computation on independent data is often referred to as batching of computations.

The best way to exploit data-level parallelism to speed up execution of a program depends on

- how many instructions the computations on independent data consist of, ranging from a single arithmetic operation to a large function or program;
- the degree of data-level parallelism, i.e., the number of independent inputs, this can range from just two up to (potentially) billions of independent inputs;
- the computer architecture; and
- what computations are carried out.

There are several techniques to exploit data-level parallelism, as described in the following subsections. With a sufficient degree of data-level parallelism these techniques can be combined to achieve best performance.

### 2.3.1 Reducing to instruction-level parallelism

A simple example for data-level parallelism is the addition of two 4-component 32bit integer vectors. This operation requires loading the $2 \times 4$ inputs, performing 4 integer additions and storing the 4 results. This can be done in 8 load instructions, 4 integer-addition instructions and 4 store instructions; most of these instructions are independent and the resulting instruction sequence has a high degree of instructionlevel parallelism which can be exploited using the techniques described above.

Performing the same operations on independent data streams can always be translated into a program with a high degree of instruction-level parallelism.

### 2.3.2 Single instruction stream, multiple data streams (SIMD)

Flynn in [Fly66] categorizes "very high-speed computers" as follows:
Very high speed computers may be classified as follows:

1. Single Instruction Stream—Single Data Stream (SISD)
2. Single Instruction Stream-Multiple Data Stream (SIMD)
3. Multiple Instruction Stream—Single Data Stream (MISD)
4. Multiple Instruction Stream—Multiple Data Stream (MIMD).
"Stream" as used here, refers to the sequence of data or instructions as seen by the machine during the execution of the program.

Instead of trying to fit each computer architecture into one of these classes, they can instead be understood as computational paradigms which an architecture can implement. This understanding of the terms meets the reality of modern processors which in fact often implement at least two of the paradigms.

The SISD paradigm is what this chapter considered so far, executing a single sequence of instructions (the program) on a single stream of data. While the MISD paradigm has never been implemented in commercial computers, the SIMD and MIMD paradigms become more and more important in modern processors. The SIMD
paradigm directly exploits data-level parallelism. The two implementations of SIMD found in current processors are vector registers and single instruction, multiple threads (SIMT).

Vector registers. The idea of vector registers is to keep multiple values of the same type in one register. For example a 128 -bit vector register can keep four 32-bit integers or two 64-bit (double-precision) floating point values. Arithmetic operations are then carried out on all of these values in parallel by vector instructions (sometimes called SIMD instructions).

Many architectures support instructions on vectors of different data types, typically 8 -bit, 16 -bit and 32 -bit integers, and single-precision and double-precision floating-point values. Examples are the Streaming SIMD Extensions of x86 processors [TH99] which became part of the AMD64 instruction set, the AltiVec extension of various PowerPC processors [Fre], and the instruction set of the Synergistic Processor Units of the Cell Broadband Engine [Son06].

Coming back to the example of the addition of two 4 -component 32 -bit integer vectors: This can be carried out using vector instructions on 128-bit registers using two 128 -bit load instructions, one 32 -bit-vector-addition instruction and one 128 -bit store instruction. Note that the vector instructions of all architectures described in the following chapters can load multiple values from memory into a vector register only if they are stored consecutively. Loading, for example, four 32-bit integers from four non-consecutive positions in memory into one 128 -bit register in one instruction is not possible. In fact, collecting values in a vector register which are stored at nonconsecutive memory positions often requires many instructions.

Note that any $n$-bit register that supports bit-logical operations can be seen as a vector register containing $n 1$-bit values. This observation is important for "bitslicing"; Chapters 3 and 6 will present examples of this technique.

Single instruction multiple threads (SIMT). Many modern graphics processing units (GPUs) implement SIMD by executing the same instruction in parallel by many hardware threads (see also Section [2.4]. The program is the same for all threads. Accessing different input data is realized by loads from addresses that depend on a thread identifier.

The main difference compared to the concept of vector registers is handling of memory loads: Unlike current implementations of vector registers, SIMT makes it possible to let all threads load values from arbitrary memory positions in the same instruction. Note that this corresponds to collecting values from arbitrary memory positions in a vector register in one instruction. However, for current implementations of SIMT the performance of such a load operation depends on the memory positions the threads load from; this issue will be discussed in detail in Chapter 6

Note that even with a high level of data-level parallelism, making the best use of the SIMD capabilities of an architecture may require different algorithmic approaches and changes to the data representation. The implementations described in Chapters 3, 4, and 6 are examples for what algorithmic changes are required to exploit the computational power of an SIMD instruction set.

### 2.3.3 Algorithmic improvements

Both the translation to instruction-level parallelism and SIMD duplicate a singleinput computation and benefit from hardware which accelerates this computation. Sometimes it is also possible to benefit from data-level parallelism by using an algorithm different from the one typically used for the single-input case. Such algorithmic improvements are very different from the other, computer-architecture-related, techniques described in this chapter; nevertheless they should be mentioned in the context of data-level parallelism because they are highly relevant in the context of many cryptographic and cryptanalytic computations.

An example for such algorithmic changes is the computation of inverses in a field: Let $K$ be a field and $a, b \in K$. Computing $a^{-1}, b^{-1}$ can be done by first computing $a b$, then using one inversion to obtain $(a b)^{-1}$ and then using one multiplication with $a$ to obtain $b^{-1}$ and one multiplication with $b$ to obtain $a^{-1}$. This algorithm is known as Montgomery inversion and can be generalized to inverting $n$ values using $3(n-1)$ multiplications and 1 inversion [Mon87]. Multiplications can be computed much more efficiently than inversion in many fields; if 3 multiplications are more efficient than one inversion this algorithm becomes more efficient the larger the number of inputs is. Another example for such algorithmic improvements for batched computations in cryptography are multi-exponentiation algorithms. See, for example, [ $\mathrm{ACD}^{+} 06$, Section 9.1.5].

### 2.4 Exploiting task-level parallelism

Larger software often involves many partially independent tasks which only occasionally need to exchange information. Many processors implement the MIMD paradigm, and support parallel execution of many tasks for example through multi-core processors. Such processors combine multiple processors (called processor cores) on one chip. Each core completely implements an architecture with all registers and units; some resources, in particular caches (see Section 2.6.1), are usually shared between the cores. For example, an Intel Core 2 Quad Q6600 CPU contains 4 AMD64 processor cores that can be used, as if they were separate processors. Usually, but not necessarily, all cores of one processor implement the same architecture; a counterexample is the Cell Broadband Engine which combines cores of two different architectures on one chip.

Exploiting such MIMD capabilities requires that the programmer implements different tasks as independent programs or as one program with multiple threads. Threads are independent subprograms of one program that can-unlike independent programs-access the same address space in memory, which can be used for efficient communication between threads. Beware that communication through shared memory (or generally access to a shared resource by multiple threads or programs) raises synchronization issues. These issues are relevant in the implementations presented in Chapters 6 and 7. A detailed discussion is omitted here; for an introduction to multi-threaded programming see for example [HP07, Chapter 4].

Most cryptographic software is small and does not involve independent tasks, but it is sometimes possible to use MIMD capabilities of the processor for SIMD computations. For example, encryption of many gigabytes of data can be done by multiple threads or programs, each encrypting a part of the data.

The exploitation of task-level parallelism becomes much more important for cryptanalytical software. For many cryptanalytical applications (such as the one presented in Chapter 6) the MIMD capabilities of processors and computer clusters are used for SIMD computations: The same computation is carried out on different inputs on multiple cores of multiple computers without communication between them. The software presented in Chapter 7 shows more advanced use of MIMD capabilities involving communication between threads running on one computer and also between the multiple computers of a cluster.

### 2.5 Function calls, loops, and conditional statements

Frequent branches to other positions in a program can seriously degrade the performance of the program. The most common reasons for branches are function calls, loops and conditional statements. This section explains how these branches influence performance and describes techniques to avoid them.

Function calls and inlining. A function at the assembly level is a part of a program which is defined by an entry point and a return point. Functions are used from other parts of the code through function calls which store the address of the current instruction, and then branch to the entry point of the function. At the return point of the function, execution is continued at the stored instruction address from which the function was called. One advantage of functions is that the same piece of code can be reused; furthermore, a function can be implemented without knowing the context from which it is called. A function can be implemented in a separate file that is translated to a separate machine-language object file. One implication of this flexible concept is that it needs to be specified how input arguments are passed from the caller to the callee and how a return value is passed to the caller. Furthermore it has to be assured that a function does not overwrite values in registers that are still needed in the code from which the function is called. For compiled programming languages such as C or C++ these details of function calls are specified in a function-call convention. Programs implemented entirely in assembly can use their own functioncall convention, while functions implemented in assembly which are called from, for example, a C program need to respect the existing convention. Typically a function call involves the following:

- saving callee registers (registers that the called function is free to use) by the caller,
- moving the stack pointer to reserve space on the stack for local variables of the function,
- moving arguments to input registers specified in the calling convention (for arguments that are passed in registers),
- placing arguments on the stack (for arguments that are not passed in registers),
- branching to the function entry point,
- saving caller registers inside the function if the function requires registers that potentially contain values still required by the caller, and
- loading stack arguments into registers.

Returning from the function involves the inverse steps (restoring caller registers, passing the return value, moving back the stack pointer, restoring callee registers). Clearly the call to a function involves a significant overhead to the computations carried out inside the function.

The standard way to remove this overhead is function inlining, i.e. replacing each function call with the instructions belonging to the function and removing overhead which is not required in the current context. Note that this technique increases the size of the program, at least if the function is used more than once; increasing code size can also degrade performance as will be described in Section 2.6 .

Loops and loop unrolling. How loops influence performance is best illustrated using an example.

Consider a loop which increases each element of an array of 32-bit integers of length 1024 by 1, hence in C notation:
for (i=0;i<1024;i++) a[i]+=1;
This loop can be implemented in assembly using 6 instructions:

- load a [i] into a register,
- increase the value in the register by 1 ,
- store the value back to a [i],
- increase i by 1 ,
- check whether $i$ is smaller than 1024 , and
- branch back to the beginning of the loop depending on the result of the previous check.

Implementing the loop this way is bad for performance for multiple reasons. The first reason is that loop control contributes a $100 \%$ overhead to the required 3 instructions per array element. The second reason is that the loop body can not hide instruction latencies: There are data dependencies between the first three instructions and between the last three instructions. The third reason is the effect of conditional branch instructions on pipelined execution: At the point where the condition
of the branch instruction is evaluated, several instructions have already entered earlier pipeline stages. If these instructions belong to the path which is taken after the branch, this is not a problem. However if the instructions belong to the path not taken they are useless for the computation, the pipeline has to be flushed and the instructions from the other path have to be fed to the pipeline which usually takes several cycles. In order to determine which instructions should be fed to the pipeline at a conditional branch instruction, most modern processors use sophisticated branch-prediction techniques, for details see for example [HP07, Section 2.3].

To illustrate the influence of these effects on performance consider the Synergistic Processor Units of the Cell Broadband Engine. All instructions operate on 128-bit vector registers, each iteration of the loop can thus process 4 32-bit integers in parallel. The 128 -bit load instruction has a latency of 6 cycles, the 4 -way SIMD 32 -bit integer addition has a latency of 2 cycles. The first 3 instructions therefore take at least 9 cycles. Incrementing the counter and the comparison have a latency of 2 cycles each. These instructions can be carried out while the addition waits for the result from the load instruction and thus do not take additional cycles. The final branch instruction takes in the best case one cycle. At least one of the branches will be mispredicted incurring an additional penalty of 18 to 19 cycles. In total the required 256 iterations of the loop take $256 \cdot 10+18=2578$ cycles in the best case.

A much more efficient way to implement this loop is through loop unrolling. This means that all loop-control instructions are removed and the 256 iterations are implemented in 256 load instructions, 256 additions and 256 store instructions. The SPU can carry out an addition and a load or store instruction in the same cycle so with careful instruction scheduling the unrolled loops takes 512 cycles for 256 load and 256 store instructions. The 6 cycles latency of the first load instruction and the 2 cycles latency of the final addition increase this count by only 8 . The complete unrolled loop takes only 520 cycles, a performance increase by almost a factor of 5 .

The disadvantage of this approach (and loop unrolling in general) is the increase of code size. The loop in the example takes 6 instructions, the unrolled version requires 768 instructions, an increase by a factor of 128. A compromise is partial unrolling: For example on the SPU this loop could be implemented using 8 load instructions and 2 additions in an initial computation. The additions can be interleaved with the final 2 loads so this phase takes only 8 cycles. The loop then consists of 6 loads, 6 additions and 6 stores. Additions use values loaded in the previous loop iteration or-for the first iteration-in the precomputation. Each loop iteration stores values computed in the additions in the previous loop iteration. In each iteration additions and instructions to increase the loop counter and the comparison can be executed in parallel with the loads and stores. Including the final branch instruction each iteration takes 13 cycles, assuming correct branch prediction. After 41 iterations of the loop there are 2 load instructions, 8 additions and 10 stores remaining which take additional 14 cycles. In total this partially unrolled loop takes $8+41 \cdot 13+14+18=573$ cycles including an 18 -cycle penalty for one mispredicted branch. This is slightly slower than the fully unrolled loop but this version only requires 57 instructions.

Note that loop unrolling works best for loops with a fixed number of iterations; partial unrolling can also be done for loops with a variable number of iterations but involves some additional instructions to handle the case of a final non-complete iteration.

Conditional statements. Conditional statements implemented with branch instructions incur the same performance penalties from branch mispredictions as conditional branch instructions in loops. Aside from these performance issues they can also breach security of cryptographic applications: If the condition of a conditional branch instruction depends on secret input, the program will take different time to execute depending on this condition and thus depending on secret data. This opens up an opportunity for a so-called timing attack; an attacker can deduce information about secret data from measurements of the execution time of the program.

Constant-time implementations of cryptographic primitives and protocols are programs whose execution time does not depend on secret input. In constant-time software conditional statements can be implemented through arithmetic operations: Let for example $b, x$, and $y$ be integer variables and let $b$ have value either 1 (true) or 0 (false). The conditional statement
if $b$ then $x \leftarrow y$
can be evaluated with arithmetic operations as

$$
x \leftarrow b y+(1-b) x
$$

### 2.6 Accessing memory

Accessing memory is a central part of almost every program and many aspects of how exactly memory and access to memory is implemented influence the performance of programs.

All microarchitectures considered in this thesis employ small but fast storage between registers and main memory to accelerate access to frequently-used data. On some microarchitectures this storage has to be used explicitly by the programmer; an example is the local storage of the Synergistic Processor Units of the Cell Broadband Engine. Other architectures transparently store data in such small and fast storage when it is read from or written to main memory. Such transparent fast storage is called CPU cache or simply cache if the context is clear. Aside from data, also program instructions need to be retrieved from memory; loads of instructions are also cached. A cache which is exclusively used for instructions is called instruction cache as opposed to a data cache which is used exclusively for data.

### 2.6.1 Caching

A processor with cached access to memory loads data by first checking whether the data is stored in the cache. If this is the case (cache hit) data is retrieved from the
cache typically taking only a few cycles. Otherwise (cache miss) data is retrieved from main memory which typically has a latency of several hundred cycles.

Data is loaded into the cache in fixed-size units called cache lines. Each cache entry carries a tag with the address of the corresponding cache line in main memory; this tag is used to determine whether data from a certain memory address is in cache or not. When the data requested by a load instruction is not in cache (read miss), the whole cache line worth of data containing the requested data is fetched from memory into cache. Loading data which crosses the boundary of a cache line in memory either takes significantly longer or results in an error, depending on the architecture. At what position a cache line is placed in cache (and thus which previously cached data is replaced) depends on two implementation details of cache: associativity and replacement policy.

Cache associativity. One strategy to decide where a cache line is placed in cache is to map the address of each cache line in memory to exactly one position in cache, usually the cache-line address modulo the number of cache lines of the cache. This assignment of addresses to a cache position is called direct mapping. Another way of assigning cache-line addresses to cache positions is to partition the cache positions into multiple sets, map each address to one of these sets and place the cache line at some position within this set. Caches using this scheme are called n-way set associative where $n$ is the number of cache lines per set. A cache with only one set, i.e. a cache where each cache line can be placed at any position, is called a fully associative cache; such caches cannot be found in real-world computers. Note that a direct mapped cache can be seen as a 1-way set-associative cache.

Cache replacement strategy. For all but direct mapped caches a cache line has different possible positions in cache and there are different strategies to determine at which positions it is placed and thus which previously cached data is replaced. A very common policy is to replace the least-recently used (LRU) cache line. A true LRU policy is expensive to realize in hardware, in particular for highly associative caches. Most modern processors therefore use a pseudo-LRU policy that approximates LRU behavior. Other policies include choosing a random position within the set, using a round-robin approach or replacing the oldest cache line (first-in, first-out).

The situation of a read access to the cache considered so far is easier than behavior of the cache on a write access to memory. For a write-access cache hit the data can either be written to cache and to memory; this is called a write-through cache. Another possibility is to write only to the cache and write to memory only when the cache line is replaced; this is called a write-back cache. A write miss can be handled by either first fetching the corresponding cache line to cache as for a read miss and then continuing as in the case of a cache hit, or by writing data to memory without modifying the cache.

Most processors which support cached access to memory have several levels of cache. The smallest and fastest is called level-1 cache. A typical size for the level-1 cache are a few KB; for example, the Intel Core 2 processor has a 32 KB level- 1 data cache. On multi-core processors each core usually has its own level-1 cache; higherlevel caches (for example between 2 and 12 MB of level- 2 cache for Intel Core 2
processors) are often shared between the cores. Higher-level caches are also often used for both data and instructions whereas level-1 data and instruction caches are usually separated.

For cryptographic applications effects of caching not only influence performance but also security. Just as conditional branches can influence the execution time of a program depending on secret inputs, any load from an address that depends on secret data can take a different number of cycles, depending on whether the data at this address is in cache or not. In fact timing variation due to loads from cached memory is much more subtle, and involves many microarchitecture-dependent effects; for details see [Ber04a, Sections 10-15]. The most convincing way to make implementations secure against cache-timing attacks is to avoid all loads from addresses that depend on secret inputs. Chapter 3 will discuss cache-timing attacks and implementation techniques to avoid them in the context of the Advanced Encryption Standard.

Many cryptographic (and also cryptanalytical) computations involve only small amounts of frequently used data which then completely fit into the level- 1 cache of all modern processors. For some algorithms (and microarchitectures) it is still important to know the details about the associativity of the cache to align data in memory in a way that prevents frequently used data from being replaced in cache; this also includes alignment of the stack. More serious than performance penalties due to data-cache misses are penalties due to instruction-cache misses: For implementations of complex cryptographic primitives (such as, e.g., pairings, considered in Chapter 5 ) extensive use of implementation techniques as function inlining and loop unrolling easily blows up the code size far beyond the size of the level-1 cache leading to serious performance degradation.

### 2.6.2 Virtual-address translation

All modern operating systems for general-purpose computers use the concept of virtual memory. This means that addresses used by a program to load and store data in memory are only virtual memory addresses. These addresses need to be translated to physical addresses for each memory access. One advantage of virtual memory is that memory fragmentation is hidden from programs: they can use continuous memory addresses even if not enough continuous space is available in physical memory. Furthermore it is possible to offer a larger amount of virtual memory to programs than physical memory is available. Some of the virtual memory addresses are then mapped to space on the hard disk and are swapped in and out of memory as required.

The mapping between virtual addresses and physical addresses is done by partitioning the virtual memory space into memory pages and managing a table that maps each memory page to a location either in physical memory or on the hard disk. This table is called the page table, and is usually accessed through a dedicated cache called the translation lookaside buffer (TLB).

There are various ways that virtual-address translation influences the performance of programs. A very serious penalty is for example incurred by a page miss, a request for a memory page which is not located in physical memory but on the hard
disk and first needs to be copied into memory. Other effects relate to the question whether cache tags and indices are using virtual or physical addresses and to cache hits and misses when looking up physical addresses in the TLB. For more details see for example [HP07, Section C.4]. For the software described in this thesis effects of virtual-address translation are small.

### 2.7 Limitations of compilers

Compilers which translate from a high-level language to machine language usually do not generate code running at a similar speed as hand-optimized assembly code. There are two main reasons why this is the case:

The first reason is that compilers are not optimized to compile code which aims at high performance but for "typical" code. This means for example that an important measure to evaluate the quality of a compiler is the time it takes to generate code, not only the performance of the resulting code. Furthermore several problems in code generation, most prominently register allocation and instruction scheduling are NP-complete and tackled by compilers through heuristics that perform well in the average case. Many cryptographic programs are not average cases but best cases with respect to these problems. For example register allocation can be solved in linear time for any fixed number of registers for so-called "structured" programs if a register assignment without spills exists [BGT98]; heuristic algorithms tuned for the average case may not find this optimal solution.

The second reason is that abstraction of high-level languages makes it impossible to access certain features of a specific processor. For example the $C$ programming language supports addition of two 64-bit integers (type long long). However the carry bit of this addition is lost, the result has only 64 bits. Many 64-bit architectures, for example the AMD64 architecture, support addition of two 64-bit integers where the carry bit is saved in a special flag register. It can then be used in a subsequent addition or in a conditional statement.

### 2.8 The qhasm programming language

Writing software in assembly which runs faster than for example a well-written and compiler-optimized C program takes a lot more time than implementing in, for example, C. In order to reduce the programming time and make the development of high-speed software on assembly level more efficient, Bernstein developed the qhasm programming language [ $\overline{\mathrm{Ber}] \text {. The idea of this language is to maintain all possibilities }}$ and control of assembly programming but support the programmer with a register allocator and unified syntax:

Register allocation. In assembly programs it is the programmer's task to assign registers to "variables"; even if all live variables (variables whose values are still required) fit into the architectural registers throughout the program this can be a tedious task. Programs implemented in qhasm can declare an arbitrary number of register variables
for each type of register. These will be assigned to registers automatically by a register allocator if enough registers are available. If not enough registers are available, no spill code will be generated by the register allocator, the task of deciding which variables to spill is still left to the programmer. Unlike a variable declared with the keyword register in C, register variables in qhasm are thus guaranteed to be in registers. In most contexts it is not important in which register a certain value is stored; a variable of type int64 can usually be assigned to any 64-bit integer register. However, in some situations it is important to have control about what register is assigned to a variable at a certain point. For this case qhasm supports statements that instruct the register allocator to assign a certain variable to a specific register no control is lost compared to a program written in assembly.

Unified syntax. Programming assembly on various different platforms comes with an additional inconvenience: assembly syntax is different (and not at all intuitive) on different architectures. For example shifting the content of a 64-bit integer register right by 5 bits is done as

```
srlx %i1,5,%i1
```

for the UltraSPARC architecture, as

```
srdi 1,1,5
```

for the PowerPC64 architecture, and as

```
shr $5,%rsi
```

for the AMD64 architecture. In these examples, $\% \mathrm{i} 1,1$, and $\%$ rsi are names of registers. Note that not only the instruction and the register names, but also the order of arguments and the syntax for immediate values are different.

The qhasm programming language unifies syntax in the following sense: If on two different architectures there exist instructions which do the same, then they have the same syntax in qhasm. In the case of the above example this syntax is

```
r = (uint64) r >> 5
```

where $r$ is a 64-bit integer register variable. Unifying syntax does not mean that the same set of instructions exists on different architectures; there exists a one-to-one map between qhasm instructions and assembly instructions for each architecture. This map from qhasm instructions to assembly instructions is specified in machinedescription files, one file per architecture. Instructions are specified one per line, a typical line looks as follows:

```
r = (uint64) s >> n:>r=int64:<s=int64:#n:asm/srlx <s,#n,>r:
```

This line is taken from the UltraSPARC machine-description file and specifies an instruction of the form

```
r = (uint64) s >>= n
```

where $r$ is an output register of type int64, $s$ is an input register of type int64, and n is an immediate value. This instruction is mapped to the srlx instruction, with the first argument being the register currently assigned to the variable $s$, the second argument being the immediate value n and the third argument being the register currently assigned to the variable $r$.

The syntax of qhasm tries to stay as close as possible to C syntax; as each line contains exactly one instruction (which is mapped to exactly one assembly instruction), semicolons are omitted to separate instructions. Most software presented in this thesis is implemented in qhasm, some code examples are also given in qhasm syntax, in particular when explaining general assembly concepts. Other examples use assembly syntax, in particular when explaining concepts for a specific architecture or if the semantics of the corresponding qhasm instructions are not clear without further explanation.

## Implementations of the Advanced Encryption Standard

In September 1997 the National Institute of Standards and Technology (NIST) issued a public call for proposals for a new block cipher to succeed the Data Encryption Standard (DES) [NIS79]. Out of 15 submitted algorithms the Rijndael cipher by Daemen and Rijmen [DR99] was chosen to become the new Advanced Encryption Standard (AES) in November 2001 [NIS01]. This chapter describes implementation techniques for AES, which is now one of the most widely used symmetric cryptographic algorithms.

Section 3.1 describes the Advanced Encryption Standard and the Galois Counter Mode of operation which was proposed by McGrew and Viega in 2004 [MV04] and standardized by NIST in 2007 [Dwo07] to provide authenticated encryption. Section 3.2 consider a class of attacks against implementations of AES-so-called cachetiming attacks-that have been successfully mounted against lookup-table-based implementations of AES. The main part of the chapter is devoted to implementation techniques (in Sections 3.3 and 3.4) and benchmarks (in Section 3.6) of AES and AES-GCM on different architectures All the implementations of AES described in this chapter are compatible with the eSTREAM API [Can08]. AES in counter mode is compatible with the eSTREAM reference implementation.

This chapter is based on joint work with Bernstein published in [BS08] and with Käsper published in [KS09]. Aside from some minor changes to notation and phrasing the main differences between the content of this chapter and [BS08] and [KS09] are the following:

- the background on AES and AES-GCM in Section 3.1 is more detailed than the corresponding sections in [BS08] and [KS09];
- the benchmarks in Section 3.6 are more detailed and use different machines; and
- the comparison of the AES-GCM performance with LibTomCrypt, which is contained in [KS09] is omitted here since the performance results of LibTomCrypt are not online anymore, instead the results are compared with recent benchmarks of AES-GCM in the Crypto++ library [Dai09a].


### 3.1 The Advanced Encryption Standard (AES)

The Advanced Encryption Standard is a block cipher with a fixed block length of 128 bits. It supports three different key lengths: 128 bits, 192 bits, and 256 bits. Encrypting a 128 -bit block means transforming it in $n$ rounds into a 128 -bit output block. This transformation involves $n+1$ round keys $K_{0}, \ldots, K_{n}$ derived from the AES key in a so-called key expansion. The number of rounds $n$ depends on the key length: $n=10$ for 128 -bit keys, $n=12$ for 192-bit keys, and $n=14$ for 256 -bit keys. The 16 -byte input block ( $b_{0}, \ldots, b_{9}, b_{a}, \ldots, b_{f}$ ) which is transformed during encryption is usually written as a $4 \times 4$ byte matrix

$$
B=\left(\begin{array}{llll}
b_{0} & b_{4} & b_{8} & b_{c} \\
b_{1} & b_{5} & b_{9} & b_{d} \\
b_{2} & b_{6} & b_{a} & b_{e} \\
b_{3} & b_{7} & b_{b} & b_{f}
\end{array}\right)=\left(\begin{array}{llll}
b_{00} & b_{01} & b_{02} & b_{03} \\
b_{10} & b_{11} & b_{12} & b_{13} \\
b_{20} & b_{21} & b_{22} & b_{23} \\
b_{30} & b_{31} & b_{32} & b_{33}
\end{array}\right),
$$

the so-called AES state.
The following description considers encryption and key expansion of the 128bit variant of AES; the 192-bit and 256-bit variants involve a slightly different key expansion, but the operations in each round are the same for all variants. The implementations described in this chapter perform AES in the counter (CTR) mode of operation, which does not require AES decryption.

### 3.1.1 AES encryption

The encryption of a 128 -bit (16-byte) block of input is performed as described in Algorithm 1. This description uses four basic operations, SubBytes, ShiftRows, MixColumns, and AddRoundKey described in detail in the following.
$\operatorname{AddRound} \operatorname{Key}(\boldsymbol{B}, \boldsymbol{K})$. The AddRoundKey operation returns the bitwise xor of the AES state $B$ and $K$.

SubBytes(B). The SubBytes operation substitutes each byte of $B$ by another byte. The input to the SubBytes operation can be a byte array of arbitrary length - for encryption the input consists of the 16 bytes of the AES state, in the key expansion the input has only 4 bytes (see Subsection 3.1.3). The byte substitution is based on the following algebraic construction: Consider each byte $b$ of $B$ as an element of

```
Algorithm 1 AES-128 encryption
Input: 128 -bit input block \(B, 128\)-bit AES round keys \(K_{0}, \ldots, K_{10}\)
Output: 128-bit block of encrypted output
    \(B \leftarrow \operatorname{AddRoundKey}\left(B, K_{0}\right)\)
    for \(i\) from 1 to 9 do
        \(B \leftarrow \operatorname{SubBytes}(B)\)
        \(B \leftarrow\) ShiftRows(B)
        \(B \leftarrow \operatorname{MixColumns}(B)\)
        \(B \leftarrow \operatorname{AddRoundKey}\left(B, K_{i}\right)\)
    end for
    \(B \leftarrow \operatorname{SubBytes}(B)\)
    \(B \leftarrow\) ShiftRows( \(B\) )
    \(B \leftarrow \operatorname{AddRoundKey}\left(B, K_{10}\right)\)
    return \(B\)
```

$\mathbb{F}_{2^{8}}=\mathbb{F}_{2}[X] /\left(X^{8}+X^{4}+X^{3}+X+1\right)$ and compute the inverse $y=b^{-1}$ (for $b=0$ set $y=0$ ). Let $y_{0}, \ldots, y_{7}$ denote the binary coefficients of $y$ and apply the following affine map to obtain the result of the byte substitution $r$ :

$$
r=\left(\begin{array}{llllllll}
1 & 0 & 0 & 0 & 1 & 1 & 1 & 1 \\
1 & 1 & 0 & 0 & 0 & 1 & 1 & 1 \\
1 & 1 & 1 & 0 & 0 & 0 & 1 & 1 \\
1 & 1 & 1 & 1 & 0 & 0 & 0 & 1 \\
1 & 1 & 1 & 1 & 1 & 0 & 0 & 0 \\
0 & 1 & 1 & 1 & 1 & 1 & 0 & 0 \\
0 & 0 & 1 & 1 & 1 & 1 & 1 & 0 \\
0 & 0 & 0 & 1 & 1 & 1 & 1 & 1
\end{array}\right) \cdot\left(\begin{array}{l}
y_{0} \\
y_{1} \\
y_{2} \\
y_{3} \\
y_{4} \\
y_{5} \\
y_{6} \\
y_{7}
\end{array}\right)+\left(\begin{array}{l}
1 \\
1 \\
0 \\
0 \\
0 \\
1 \\
1 \\
0
\end{array}\right) .
$$

Note that this byte substitution can easily be implemented through a 256-byte lookup table. However, Section 3.4 shows that the algebraic structure of the SubBytes operation is helpful for implementations not only on memory-restricted devices.

ShiftRows(B). The ShiftRows operation rotates the rows of the AES state by different distances:

$$
\left(\begin{array}{llll}
b_{00} & b_{01} & b_{02} & b_{03} \\
b_{10} & b_{11} & b_{12} & b_{13} \\
b_{20} & b_{21} & b_{22} & b_{23} \\
b_{30} & b_{31} & b_{32} & b_{33}
\end{array}\right) \mapsto\left(\begin{array}{cccc}
b_{00} & b_{01} & b_{02} & b_{03} \\
b_{11} & b_{12} & b_{13} & b_{10} \\
b_{22} & b_{23} & b_{20} & b_{21} \\
b_{33} & b_{30} & b_{31} & b_{32}
\end{array}\right) .
$$

MixColumns(B). Like the SubBytes operation, the MixColumns operation considers the bytes of the AES state as elements of $\mathbb{F}_{2^{8}}=\mathbb{F}_{2}[X] /\left(X^{8}+X^{4}+X^{3}+X+1\right)$. It multiplies the AES state matrix $B$ with a fixed circulant matrix:

$$
B \mapsto\left(\begin{array}{cccc}
X & X+1 & 1 & 1 \\
1 & X & X+1 & 1 \\
1 & 1 & X & X+1 \\
X+1 & 1 & 1 & X
\end{array}\right) \cdot B .
$$

### 3.1.2 Combining SubBytes, ShiftRows, and MixColumns

In the AES proposal Daemen and Rijmen suggest a speedup on processors with word length 32 or above [DR99, Section 5.2]. The idea is to not only use a lookup table for the SubBytes operation but to combine the SubBytes, the ShiftRows, and the MixColumns operations into 4 lookup tables $T_{0}, \ldots, T_{3}$ of size 1 KB each. Each round transformation then requires 4 32-bit lookups from each of these tables, in total 16 table lookups.

The Tables $T_{1}, T_{2}$ and $T_{3}$ can be obtained from $T_{0}$ by rotating the 32 -bit entries; the entries of table $T_{1}$ are obtained by rotating the entries of $T_{0}$ by one byte to the right, the entries of table $T_{2}$ are obtained by rotating the entries of $T_{0}$ by two bytes, and the entries of table $T_{3}$ are obtained by rotating the entries of $T_{0}$ by three bytes to the right.

### 3.1.3 AES key expansion

The AES key expansion algorithm is 32 -bit-word oriented. The 128 -bit AES key is written as 4 words $W_{0}, \ldots, W_{3}$; from these words the key expansion generates an array of 44 words $W_{0}, \ldots, W_{43}$ as described in Algorithm 2 . The round keys $K_{0}, \ldots, K_{10}$ are obtained as $K_{i}=\left(W_{4 \cdot i}, W_{4 \cdot i+1}, W_{4 \cdot i+2}, W_{4 \cdot i+3}\right)$.

The key expansion algorithm makes use of the SubBytes operation which is also used in the AES encryption. Furthermore it uses a cyclic left shift by one byte denoted as RotByte and constants $\operatorname{Rcon}_{i}, i=1, \ldots, 10$, which are defined as follows:

- $\operatorname{Rcon}_{i}=\left(\mathrm{Rc}_{i}, 0 \mathrm{x} 00,0 \mathrm{x} 00,0 \mathrm{x} 00\right)$, and
- $\mathrm{Rc}_{i}$ the byte representing $X^{i-1}$ in $\mathbb{F}_{2^{8}}=\mathbb{F}_{2}[X] /\left(X^{8}+X^{4}+X^{3}+X+1\right)$.


### 3.1.4 The Galois/Counter Mode (GCM)

The Galois/Counter mode of operation [MV04] is a combined mode for encryption and authentication. Encryption is performed using AES in counter (CTR) mode, the counter is extended to a 16 -byte input block by a nonce. The main operation for authentication is multiplication in the finite field $\mathbb{F}_{2^{128}}=\mathbb{F}_{2}[X] /\left(X^{128}+X^{7}+X^{2}+\right.$ $X+1)$ with a field element $H$ derived from the secret key but not changing across message blocks. This multiplication considers bit strings of length 128 as elements of the field $\mathbb{F}_{2^{128}}$.

The specification of the Galois/Counter mode describes the possibility to encrypt only parts of the input but authenticate all input; both the description in Algorithm 3

```
Algorithm 2 AES-128 key expansion
Input: 128-bit AES key \(K=\left(W_{0}, \ldots, W_{3}\right)\)
Output: AES round keys \(\left(K_{0}, \ldots, K_{10}\right)\)
    for \(i\) from 4 to 43 do
        \(t \leftarrow W_{i-1}\)
        if \(i \bmod 4=0\) then
            \(t \leftarrow \operatorname{SubBytes}(\operatorname{RotByte}(t)) \oplus \operatorname{Rcon}_{i}\)
        end if
        \(W_{i} \leftarrow W_{i-4} \oplus t\)
    end for
    return \(\left(K_{0}=\left(W_{0}, \ldots, W_{3}\right), \ldots, K_{10}=\left(W_{40}, \ldots, W_{43}\right)\right)\)
```

and the implementation described in Section 3.5 are limited to encrypting and authenticating the whole input, furthermore they only consider a 32-bit counter (and consequently a 96 -bit nonce).

```
Algorithm 3 AES-GCM encryption and authentication; \(\mathrm{AES}_{K}\) denotes AES encryption
under key \(K\), bitlen \((M)\) denotes the bit length of \(M\) without padding
Input: Plaintext \(M=\left(m_{0}, \ldots, m_{n}\right)\), with \(m_{i} 16\)-byte blocks ( \(m_{n}\) possibly padded by
    zero-bits), \(n<2^{32}-2,128\)-bit AES key \(K, 96\)-bit nonce \(N\)
Output: Ciphertext \(C=\left(c_{0}, \ldots, c_{n}\right)\) and 16-byte authentication tag \(T\)
    \(H \leftarrow \operatorname{AES}_{K}(0)\)
    \(T \leftarrow 0\)
    for \(i\) from 0 to \(n\) do
        Let \(w_{i+1}\) denote the 32-bit big-endian integer representing \(i+1\)
        \(c_{i} \leftarrow m_{i} \oplus \operatorname{AES}_{K}\left(N \mid w_{i+1}\right)\)
        \(T \leftarrow\left(T \oplus c_{i}\right) \cdot H\)
    end for
    \(T \leftarrow(T \oplus \operatorname{bitlen}(M)) \cdot H\)
    \(T \leftarrow T \oplus \mathrm{AES}_{K}(N \mid 0 \mathrm{x} 00000001)\)
    return \(\left(\left(c_{0}, \ldots, c_{n}\right), T\right)\)
```


### 3.2 Cache-timing attacks against AES and GCM

Although related-key attacks against the key expansion of AES have lowered the security level of variants of AES in certain attack scenarios [BKN09, BK09], AES is still believed to be a very secure cryptographic algorithm. However, implementations of AES may be vulnerable to side-channel attacks; software implementations on general-purpose CPUs are mainly vulnerable to so-called cache-timing attacks.

Cache-timing attacks exploit the timing variability of data loads from memory. This variability is due to the fact that all modern processors use a hierarchy of caches to reduce load latency. If a load operation can retrieve data from one of the caches
(cache hit), the load takes less time than if the data has to be retrieved from RAM (cache miss), see also Subsection 2.6.1.

Kocher was the first to suggest cache-timing attacks against cryptographic algorithms that load data from positions that depend on secret information [Koc96]. Initially, timing attacks were mainly mentioned in the context of public-key algorithms until Kelsey et al. [KSWH00] and Page [Pag02] considered timing attacks, including cache-timing attacks, against secret-key algorithms. Tsunoo et al. demonstrated the practical feasibility of cache-timing attacks against the symmetric-key ciphers MISTY1 [TTMM02] and DES [TSS ${ }^{+} 03$ ], and were the first to mention an attack against AES (without giving further details).

The rest of this section analyzes separately the cache-timing vulnerability of three components of AES-GCM: encryption, key expansion, and authentication.

### 3.2.1 Attacks against AES encryption

An implementation of AES which uses the precomputed lookup tables as described in Subsection 3.1.2 opens up an opportunity for a cache-timing attack. Consider, for example, the first round of AES: the indices of the table lookups are then defined simply by the xor of the plaintext and the round key $K_{0}$. As the attacker knows or even controls the plaintext, information about the lookup indices directly leaks information about the key.

Bernstein [Ber04a] was the first to implement a cache-timing key-recovery attack against AES. While his attack relies on the attacker's capability of producing reference timing distributions from known-key encryptions on a platform identical to the target platform and has thus been deemed difficult to mount [OST06, BM06], several improved attack strategies have subsequently been described by Bertoni et al. [ $\mathrm{BZB}^{+}$05], Osvik et al. [OST06], see also [TOS10], Aciçmez et al. [ASK06], Bonneau and Mironov [BM06], and Neve et al. [NSW06, NS07].

In particular, Osvik et al. [OST06] propose an attack model where the attacker obtains information about cache access patterns by manipulating the cache between encryptions via user-level processes. This was independent of [Ber04a] although publicized slightly later and contains the description of a fully implemented fast key recovery from Linux disk encryption. Bonneau and Mironov [BM06] further demonstrate an attack detecting cache hits in the encryption algorithm itself, as opposed to timing a process controlled by the attacker. Their attack requires no active cache manipulation, only that the tables are (partially) evicted from cache prior to the encryption. Finally, Acliçmez et al. [ASK06] note that if the encrypting machine is running multiple processes, workload on the target machine achieves the desired cache-cleaning effect, and provide simulation results suggesting that it is possible to recover an AES encryption key via a passive remote timing attack.

### 3.2.2 Attacks against AES key expansion

The expansion of the 128 -bit AES key into 11 round keys makes use of the SubBytes operation which is also used for AES encryption and usually implemented through
lookup tables. During key expansion, the lookup indices are dependent on the secret key, so, in principle, ingredients for a cache-timing attack are available also during key expansion.

Mounting a cache-timing attack against AES key expansion will be very hard in practice. Common implementations do the key expansion just once and store either the fully expanded 11 round keys or partially expanded keys (see "Round-key recomputation" in Subsection 3.3.1). In both cases, table lookups based on secret data are performed just once, precluding statistical timing attacks, which require multiple timing samples.

### 3.2.3 Attacks against Galois/Counter Mode authentication

The computationally expensive operations for GCM authentication are multiplications in the finite field $\mathbb{F}_{2^{128}}$. More specifically, each block of input requires multiplication with a secret constant factor $H$ derived from the master encryption key. As most common general-purpose CPUs lack support for multiplication of polynomials over $\mathbb{F}_{2}$, the standard way of implementing GCM is through lookup tables containing precomputed multiples of $H$.

The specification of GCM describes different multiplication algorithms involving tables of different sizes allowing to trade memory for computation speed [MV04]. The basic idea of all of these algorithms is the same: split the non-constant factor of the multiplication into bytes or half-bytes and use these as indices for table lookups.

For the first block of input $m_{0}$, this non-constant factor is $c_{0}$, the first block of ciphertext. Assuming the ciphertext is available to the attacker anyway, the indices of the first block lookups do not leak any secret information. However, for the second ciphertext block $c_{1}$, the non-constant input to the multiplication is $\left(c_{0} \cdot H\right) \oplus c_{1}$. An attacker gaining information about this value can easily deduce the secret value $H$ necessary for a forgery attack. Note that this does not pose any threat to the master encryption key as the authentication key $H$ is derived from the master key via encrypting a known constant. It does give the attacker a valid plaintext-ciphertext pair.

The lookup tables used for GCM are usually at least as large as AES lookup tables; common sizes include $4 \mathrm{~KB}, 8 \mathrm{~KB}$ and 64 KB . The values retrieved from these tables are 16 bytes long; knowledge of the cache line of length, for example, 64 bytes (as on the Intel Core 2 processors) thus leaves only 4 possibilities for each lookup index. For example, the $64-\mathrm{KB}$ implementation uses 16 tables, each corresponding to a different byte of the 128 -bit input. Provided that cache hits leak the maximum 6 bits in each byte, a $2^{32}$ exhaustive search over the remaining unknown bits is sufficient to recover the authentication key. Common implementations of GCM are thus potentially vulnerable to authentication-key recovery via cache timing attacks.

### 3.3 Table-based implementations

The Rijndael algorithm was designed with a table-based implementation for 32-bit and 64-bit processors in mind (see Subsection 3.1.2); for many architectures and application scenarios this approach is still the most efficient one. This section considers "traditional", table-based implementations of AES in counter (CTR) mode. Subsection 3.3.1 first surveys several methods to reduce the number of instructions required to compute AES; Subsection 3.3 .2 then describes how to reduce cycles required to compute AES on different microarchitectures, specifically, the Motorola PowerPC G4 7410, the Intel Pentium 4 f12, the Sun UltraSPARC III, the Intel Core 2 Quad Q6600, and the AMD Athlon 64 X 2 3800+.

All implementations described in this section are vulnerable to cache-timing attacks and should be used only for applications where an attacker is unable to obtain cache-timing information.

### 3.3.1 Reducing instructions for table-based AES

The table-based implementation of one round of AES can be decomposed into 16 shift instructions, 16 mask instructions, 16 load instructions for the table lookups, 4 load instructions for the round keys, and 16 xor instructions. Listing 1 shows C code of one round of AES decomposed into these instructions; all subsequent code samples in this section express CPU instructions using the qhasm programming language (see Section 2.8); each line corresponds to one CPU instruction.

All of the target platforms have shift instructions, mask instructions, load instructions, and xor instructions. Some platforms, for example, the x86 and AMD64 architectures, do not support three-operand shift instructions (i.e., shift instructions where the output register is not the input register) but do have byte-extraction instructions that are adequate to achieve the same instruction counts. This section ignores register-allocation issues.

The 10-round main loop uses more than 680 instructions, for four reasons:

- Before the first round there are 4 extra round-key loads and 4 extra xors.
- The last round has 16 extra masks, one after each of the table lookups.
- For AES-CTR there are 4 loads of 4 -byte plaintext words, 4 xors of keystream with plaintext, and 4 stores of ciphertext words.
- There are 4 extra instructions for miscellaneous tasks such as incrementing the AES-CTR input.

Overall there are 720 instructions, specifically 208 loads, 4 stores, and 508 integer instructions. The 508 integer instructions consist of 160 shift instructions, 176 mask instructions, 168 xor instructions, and 4 extra instructions.

This count ignores the costs of conditional branches; these costs are easily reduced by unrolling. It also ignores extra instructions needed to handle, e.g., bigendian loads on a little-endian architecture; almost all endianness issues can be eliminated by appropriate swapping of the AES code and tables. Furthermore it ignores

Listing 1 Round i of AES encryption, in C, input in 32-bit words y0, y1, y2, y3, output in 32-bit words $\mathbf{z 0}, \mathbf{z 1}, \mathbf{z 2}, \mathbf{z 3}$

```
z0 = roundkeys[i * 4 + 0];
z1 = roundkeys[i * 4 + 1];
z2 = roundkeys[i * 4 + 2];
z3 = roundkeys[i * 4 + 3];
p00 = (uint32) y0 >> 20;
p01 = (uint32) y0 >> 12;
p02 = (uint32) y0 >> 4;
p03 = (uint32) y0 << 4;
p00 &= 0xff0;
p01 &= 0xff0;
p02 &= 0xff0;
p03 &= 0xff0;
p00 = *(uint32 *) (table0 + p00);
p01 = *(uint32 *) (table1 + p01);
p02 = *(uint32 *) (table2 + p02);
p03 = *(uint32 *) (table3 + p03);
z0 -= p00;
z3 "= p01;
z2 "= p02;
z1 "= p03;
p10 = (uint32) y1 >> 20;
p11 = (uint32) y1 >> 12;
p12 = (uint32) y1 >> 4;
p13 = (uint32) y1 << 4;
p10 &= 0xff0;
p11 &= 0xff0;
p12 &= 0xff0;
p13 &= 0xff0;
p10 = *(uint32 *) (table0 + p10);
p11 = *(uint32 *) (table1 + p11);
p12 = *(uint32 *) (table2 + p12);
p13 = *(uint32 *) (table3 + p13);
z1 = p10;
z0 -= p11;
```

```
z3 - = p12;
```

z3 - = p12;
z2 "= p13;
z2 "= p13;
p20 = (uint32) y2 >> 20;
p20 = (uint32) y2 >> 20;
p21 = (uint32) y2 >> 12;
p21 = (uint32) y2 >> 12;
p22 = (uint32) y2 >> 4;
p22 = (uint32) y2 >> 4;
p23 = (uint32) y2 << 4;
p23 = (uint32) y2 << 4;
p20 \&= 0xff0;
p20 \&= 0xff0;
p21 \&= 0xff0;
p21 \&= 0xff0;
p22 \&= 0xff0;
p22 \&= 0xff0;
p23 \&= 0xff0;
p23 \&= 0xff0;
p20 = *(uint32 *) (table0 + p20);
p20 = *(uint32 *) (table0 + p20);
p21 = *(uint32 *) (table1 + p21);
p21 = *(uint32 *) (table1 + p21);
p22 = *(uint32 *) (table2 + p22);
p22 = *(uint32 *) (table2 + p22);
p23 = *(uint32 *) (table3 + p23);
p23 = *(uint32 *) (table3 + p23);
z2 - = p20;
z2 - = p20;
z1 "= p21;
z1 "= p21;
z0 - = p22;
z0 - = p22;
z3 - = p23;
z3 - = p23;
p30 = (uint32) y2 >> 20;
p30 = (uint32) y2 >> 20;
p31 = (uint32) y2 >> 12;
p31 = (uint32) y2 >> 12;
p32 = (uint32) y2 >> 4;
p32 = (uint32) y2 >> 4;
p33 = (uint32) y2 << 4;
p33 = (uint32) y2 << 4;
p30 \&= 0xff0;
p30 \&= 0xff0;
p31 \&= 0xff0;
p31 \&= 0xff0;
p32 \&= 0xff0;
p32 \&= 0xff0;
p33 \&= 0xff0;
p33 \&= 0xff0;
p30 = *(uint32 *) (table0 + p30);
p30 = *(uint32 *) (table0 + p30);
p31 = *(uint32 *) (table1 + p31);
p31 = *(uint32 *) (table1 + p31);
p32 = *(uint32 *) (table2 + p32);
p32 = *(uint32 *) (table2 + p32);
p33 = *(uint32 *) (table3 + p33);
p33 = *(uint32 *) (table3 + p33);
z3 "= p30;
z3 "= p30;
z2 - = p31;
z2 - = p31;
z1 -= p32;
z1 -= p32;
z0 - = p33;

```
z0 - = p33;
```

the initial costs of computing the 176 bytes of round keys from a 16 -byte key. This computation involves hundreds of extra instructions-certainly a noticeable costbut the round keys can be reused for all the blocks of a message. Round keys can also be reused for other messages if they are saved.

The number of instruction required for AES encryption in counter mode can be reduced using architecture-dependent techniques described in the following:

Combined shift-and-mask instructions (saving 160 instructions). Some architectures allow a shift instruction

$$
\mathrm{p} 02=\mathrm{y} 0 \gg 4
$$

and a mask instruction

```
p02 &= 0xff0
```

to be combined into a single instruction

```
p02 = (y0>>4) & 0xff0
```

Replacing 160 shifts and 160 masks by 160 shift-and-mask instructions saves 160 instructions.

On the 32-bit PowerPC architecture, for example, the rlwinm instruction can do any rotate-and-mask where the mask consists of consecutive bits.
Scaled-index loads (saving 80 instructions). On other architectures a shift instruction

```
p03 <<= 4
```

and a load instruction

```
p03 = *(uint32 *) (table3 + p03)
```

can be combined into a single instruction. The instructions

```
p03 = (uint32) y0 << 4
p03 &= 0xff0
p03 = *(uint32 *) (table3 + p03)
```

for handling the bottom byte of y 0 can then be replaced by

```
p03 = y0 & 0xff
p03 = *(uint32 *) (table3 + (p03 << 4))
```

Similarly, the instructions

```
p00 = (uint32) y0 >> 20
p00 &= 0xff0
p00 = *(uint32 *) (table0 + p00)
```

for handling the top byte of y0 can be replaced by
p00 = (uint32) y0 >> 24
$\mathrm{p} 00=*($ uint32 $*)($ table0 $+(\mathrm{p} 00 \ll 4))$
In 10 rounds there are 40 top bytes and 40 bottom bytes.
The x86 architecture, for example, allows scaled indices in load instructions. The x86 scaling allows only a 3-bit shift, not a 4-bit shift, but this is easily accommodated by non-interleaved (or partially interleaved) tables.

Second-byte instructions (saving 40 instructions). All architectures support a mask instruction

$$
\mathrm{p} 03=\mathrm{y} 0 \& 0 \mathrm{xff}
$$

that extracts the bottom byte of y 0 .

Some platforms, for example, the x86 architecture, also support a single instruction

$$
\mathrm{p} 02=(\mathrm{y} 0 \text { >> 8) \& } 0 x f f
$$

to extract the second byte of y 0 . In conjunction with scaled-index loads this instruction allows

```
p02 = (uint32) y0 >> 6
p02 &= 0x3fc
p02 = *(uint32 *) (table2 + p02)
```

to be replaced by

```
p02 = (y0 >> 8) & 0xff
p02 = *(uint32 *) (table2 + (p02 << 2))
```

saving another 40 instructions overall.
Padded registers (saving 80 instructions). Some platforms, for example, the UltraSPARC architecture, do not have any of the combined instructions described above, but do have 64-bit registers. On these architectures one can expand a 4-byte value such as 0 xc 66363 a 5 into an 8 -byte value such as 0 x 0 c 60063006300 a 50 (or various other possibilities such as $0 \times 0000 \leq 60630630$ a50). If this expansion is applied consistently in the registers, the lookup tables (before the last round), and the round keys, then it does not cost any extra instructions.

The advantage of the padded 8 -byte value $0 \times 0 \leq 60063006300 \underline{a 50}$ is that a single mask instruction produces the shifted bottom byte a 50 , and a single shift instruction produces the shifted top byte c60. Consequently the original eight shift-and-mask instructions, for extracting four shifted bytes from y0, can be replaced by six instructions:

```
p00 = (uint64) y0 >> 48
p01 = (uint64) y0 >> 32
p02 = (uint64) y0 >> 16
p01 &= 0xff0
p02 &= 0xff0
p03 = y0 & 0xff0
```

Expanded lookup tables, like scaled-index loads, thus save 80 instructions overall.
32-bit shifts of padded registers (saving 40 instructions). Some platforms, for example, the UltraSPARC architecture, have not only a 64-bit right-shift instruction but also a 32-bit right-shift instruction that automatically masks its 64 -bit input with $0 x f f f f f f f f$. This instruction, in conjunction with padded registers, allows

```
p02 = (uint64) y0 >> 16
p02 &= 0xff0
```

to be replaced by

```
p02 = (uint32) y0 >> 16
```

saving 40 additional instructions.
Byte loads (saving 4 instructions). As mentioned earlier, the last round of AES has 16 extra masks for its 16 table lookups. Four of the masks are $0 x f f$. All of the target architectures allow these masks to be absorbed into single-byte load instructions. For example,

```
p00 = *(uint32 *) (table0 + p00)
p00 &= 0xff
```

can be replaced with

```
p00 = *(uint8*) (table0 + p00)
```

on little-endian CPUs or

```
p00 = *(uint8*) (table0 + p00 + 3)
```

on big-endian CPUs.
Two-byte loads (saving 4 instructions). Four of the masks used in the last round are $0 x f f 00$. These masks can be absorbed into two-byte load instructions if the table structure has $0 \times 00$ next to the desired byte. Often this structure occurs naturally as part of other table optimizations, and in any case it can be achieved by a separate table.

Masked tables (saving 8 instructions). The other eight masks in the last round are $0 x f f 0000$ and $0 x f f 000000$. These masked values cannot be produced by byte loads and two-byte loads but can be produced by four-byte loads from separate tables whose entries are already masked.

Separate masked tables are also the easiest way to handle the distinction between padded 64-bit registers and packed 32-bit AES output words.

Combined mask and insert (saving 16 instructions). A 4-byte result of the last round, such as $z 0$, is produced by 4 xors with 4 masked table entries, where the masks are $0 x f f, 0 x f f 00,0 x f f 0000,0 x f f 000000$.

Some architectures have an instruction that replaces specified bits of one register with the corresponding bits of another register. For example, the 32-bit PowerPC architecture has a rlwimi instruction that does this, optionally rotating the second register. The instruction sequence

```
p00 &= 0xff000000
p11 &= 0xff0000
p22 &= 0xff00
p33 &= 0xff
z0 ^= p00
z0 ^= p11
z0 ^= p22
z0 ^= p33
```

can then be replaced by

```
p00 bits 0xff0000 = p11 <<< 0
p00 bits 0xff00 = p22 <<< 0
p00 bits 0xff = p33 <<< 0
z0 ^= p00
```

Note for C programmers: in C notation,

```
p00 bits 0xff0000 = p11
```

would be

```
p00 = (p00&0xff00ffff)|(p11&0xff0000));
```

This is another way-without using byte loads, and without constraining the table structure-to eliminate all the extra masks.
Combined load-xor (saving 168 instructions). Often the result of a load is used solely for xoring into another register. Some architectures, for example, x86 and AMD64, allow load and xor to be combined into a single instruction.

Byte extraction via loads (saving 160 to 320 integer instructions at the cost of 200 load/store instructions). Extracting four indices from y 0 takes at most 8 integer instructions, and on some architectures as few as 4 integer instructions, as discussed above.

A completely different way to extract four bytes from y0—and therefore to extract indices, on architectures allowing scaled-index loads-is to store y0 and then do four byte loads from the stored bytes of y0. This eliminates between 4 and 8 integer instructions-potentially helpful on CPUs where integer instructions are the main bottleneck-at the expense of 5 load/store instructions.

One can apply this conversion to all 160 byte extractions. One can also apply it to some of the byte extractions, changing the balance between load instructions and integer instructions. The optimal combination is CPU-dependent.
Round-key recomputation (saving $\mathbf{3 0}$ load instructions at the cost of 30 integer instructions). In the opposite direction: Instead of loading the 44 round-key words $W_{0}, \ldots, W_{43}$, one can load 14 round-key words, specifically words $W_{0}, W_{1}, W_{2}, W_{3}$, $W_{4}, W_{8}, W_{12}, W_{16}, W_{20}, W_{24}, W_{28}, W_{32}, W_{36}, W_{40}$, and compute the other round-key words by 30 xors, taking advantage of the AES round-key structure. This reduces the number of load instructions-potentially helpful on CPUs where loads are the main bottleneck-although it increases the number of integer instructions.

One can also use intermediate combinations, such as 22 loads and 22 xors. As before, the optimal combination is CPU-dependent.

Round-key caching (saving about 44 instructions). Each 16-byte block of input involves 44 round-key loads (or xors). The same round keys are used in the next block. On an architecture with many registers, some or all of the round keys can be kept in registers, moving these loads out of the main loop. The same type of savings appears if several blocks are handled in parallel.

Counter-mode caching (saving about 100 instructions). Counter-mode encryption means generating a key stream by applying AES encryption to a 16-byte counter that is increased by 1 for every block of input. An eSTREAM AES implementation by Wu demonstrates how this specific way of applying AES can be used to save instructions:

Observe that 15 bytes of the counter remain constant for 256 blocks; just one byte of the counter changes for every block of input. All operations in the first round not depending on this byte are shared between 256 blocks. The resulting values y0, y1, y2 and y3 can be saved and reused in 256 consecutive blocks.

Similar observations hold for the second round: only one of the four 4-byte input words of round 2 changes every block. All computations not depending on this word can be saved and reused in 256 consecutive blocks.

### 3.3.2 Reducing cycles for table-based AES

Minimizing instructions is not the same as minimizing cycles. This section shows how to apply the techniques to reduce instructions on different microarchitectures and describes what other measures are necessary to address (micro-)architectural bottlenecks. This section compares the performance of the implementation on long streams of input ( 4096 bytes) with lower bounds derived from microarchitectural bottlenecks. For detailed benchmarking results for different input lengths see Section 3.6 .

Motorola PowerPC G4 7410, 32-bit PowerPC architecture. For this CPU, the main loop consists of 461 instructions, specifically 180 load/store instructions, 279 integer instructions, and 2 branch instructions. The implementation uses the following techniques from Subsection 3.3.1.

- combined shift-and-mask instructions,
- combined mask-and-insert, and
- counter-mode caching;
it takes 14.56 cycles per byte when encrypting 4096 bytes of input (see Table 3.3).
The PowerPC G4 7410 can dispatch at most 3 instructions per cycle. At most 2 of the instructions can be load/store or integer instructions, so the 459 non-branch instructions take at least $459 / 2=229.5$ cycles, i.e., 14.34 cycles per byte. At most 1 of the instructions can be a load/store instruction, but there are only 180 load/store instructions, so this is a less important bottleneck.

The G4 is, for most purposes, an in-order CPU, so load instructions have to be interleaved with arithmetic instructions. Results of load instructions are available after 3 cycles. Saving all possible caller registers makes 29 4-byte integer registers available for AES encryption. Detailed analysis shows that these are enough registers for almost perfect instruction scheduling, making the processor execute 2 instructions almost every cycle in the AES main loop. The 14.56 cycles per byte reported by the eSTREAM benchmarking suite correspond to $14.56 \cdot 16 \approx 233$ cycles per block. This is very close to the 229.5 cycles per block lower bound for 459 instructions.

Intel Pentium 4 f12, x86 architecture. For this CPU, the main loop consists of 414 instructions. The implementation uses the following techniques from Subsection 3.3.1.

- scaled-index loads,
- second-byte instructions,
- byte loads,
- two-byte loads,
- masked tables,
- combined load-xor, and
- counter-mode caching;
it takes 14.15 cycles per byte when encrypting 4096 bytes of input (see Table 3.4).
Extra stores and loads are required to handle the extremely limited number of general-purpose x86 integer registers. The total table size (including masked tables for the last round) is compressed to 4096 bytes; this improvement does not affect the eSTREAM benchmark results but reduces cache-miss costs in many applications.

There are several tricky performance bottlenecks on the Pentium 4 [Fog10c, Fog10b, Fog10a. The most obvious bottleneck is that the Pentium 4 can do only one load per cycle. The 14.15 cycles per byte reported by the eSTREAM benchmarking suite correspond to $14.15 \cdot 16 \approx 226$ cycles. The main loop has 177 loads, accounting for most—although certainly not all—of these 226 cycles.
Sun UltraSPARC III, UltraSPARC architecture. For this CPU, the main loop consists of 505 instructions, specifically 178 load/store instructions, 325 integer instructions, and 2 branch instructions. The implementation uses the following techniques from Subsection 3.3.1:

- padded registers;
- 32-bit shifts of padded registers;
- masked tables; and
- counter-mode caching;
it takes 12.02 cycles per byte when encrypting 4096 bytes of input (see Table 3.6).
An UltraSPARC CPU dispatches at most four instructions per cycle. Only one of these instructions can be a load/store instruction, so the 178 load/store instructions use at least 178 cycles. Furthermore, only two of these instructions can be integer instructions, so the 325 integer instructions use at least 162.5 cycles.

The simplest way to mask a byte is with an arithmetic instruction: for example, \& $0 x f f 00$. The UltraSPARC architecture supports only 12-bit immediate masks, so three of the masks have to be kept in registers.

The UltraSPARC is an in-order CPU, except for store instructions. Proper instruction scheduling thus requires each load instruction to be grouped with two integer instructions. Only 248 -byte integer registers are available, posing some challenges for instruction scheduling. The 12.02 cycles per byte reported by the eSTREAM benchmarking suite correspond to $12.03 \cdot 16 \approx 193$ cycles per block. Register-allocation and instruction-scheduling issues are the reason why the implementation does not reach the lower bound of 178 cycles per block.

Round-key recomputation (see Subsection 3.3.1) could be used to to trade some loads for integer instructions, but this makes scheduling even more difficult.

Intel Core 2 Quad Q6600 6fb, AMD64 architecture. For this CPU, the main loop consists of 434 instructions. The implementation uses the following techniques from Subsection 3.3.1;

- scaled-index loads;
- second-byte instructions;
- byte loads;
- two-byte loads;
- masked tables;
- combined load-xor;
- round-key recomputation;
- round-key caching; and
- counter-mode caching;
it takes 10.57 cycles per byte when encrypting 4096 bytes of input (see Table 3.7).
The Core 2 can dispatch three integer instructions per cycle but, like the Pentium 4, can dispatch only one load per cycle. Extra integer instructions are often spent to avoid loads and to improve the scheduling of loads. For example, the implementation keeps round-key words in "XMM" registers, even though copying an XMM register to a normal integer register costs an extra integer instruction. The 10.57 cycles per byte reported by the eSTREAM benchmarking suite correspond to $10.57 \cdot 16 \approx 169$ cycles per block. The main loop has 143 loads, accounting for most of these 169 cycles.

AMD Athlon 64 X2 3800+15/75/2, AMD64 architecture. For this CPU, the main loop consists of 409 instructions. The implementation uses the following techniques from Subsection 3.3.1:

- scaled-index loads;
- second-byte instructions;
- byte loads;
- two-byte loads;
- masked tables;
- combined load-xor; and
- counter-mode caching;
it takes 10.43 cycles per byte when encrypting 4096 bytes of input (see Table 3.10).
The Athlon 64 can dispatch three instructions per cycle, including two load instructions. Loads and stores must be carried out in program order, placing a high priority on careful instruction scheduling.

The Athlon-64-tuned software runs at 11.54 cycles per byte on the Core 2 processor, and the Core-2-tuned software runs at 14.77 cycles per byte on the Athlon 64 processor, illustrating the importance of microarchitectural differences.

### 3.4 Bitsliced AES for 64-bit Intel processors

The idea of bitslicing as a technique to efficiently implement cryptographic algorithms was introduced by Biham in [Bih97] for implementing DES. The idea is to hold all bits involved in a computation in different registers and simulate a hardware implementation on these registers using bit-logical instructions.

For just one computation this is usually very inefficient but on architectures with $n$-bit-wide registers a bitsliced implementation can perform the same computations on $n$ different inputs in parallel which can be very fast if bit-logical operations are fast, the register width is high and of course if enough independent computations can be processed in parallel. Furthermore such implementations run in constant time and are therefore inherently secure against timing attacks.

The SSE and SSE2 instruction set extensions which are part of the AMD64 architecture support bit-logical instructions on 16 128-bit-wide XMM registers. The Intel Core 2 and Core i7 processors can dispatch up to 3 of these instructions per cycle, so these processors seem well suited for bitsliced implementations.

In the context of AES this means that a straightforward bitsliced implementation needs to work on 128 16-byte blocks in parallel; indeed this approach was used by Matsui and Nakajima to set a new speed record of 9.2 cycles per byte for AES encryption using the 128-bit XMM registers of the Intel Core 2 processor [MN07].

The big disadvantage of this implementation is that it requires 128 independent input blocks, i.e. 2 KB of input, to be processed at the same time. For applications such as hard-disk encryption, which typically have a large amount of data to encrypt, this is not a problem. When it comes to encryption of relatively short Internet packets the overhead of padding each packet to 2 KB can be huge.

The bitsliced implementation of AES described in the following follows a different approach: The main idea is that the computationally most expensive operation in AES encryption is the SubBytes operation which operates on the bytes of the AES state independently. Implementing this operation in a bitsliced way in the 128 -bit XMM registers only requires 8 independent input blocks; the overhead for

| row 0 |  |  |  |  |  |  |  |  | row 1 | row 2 | row 3 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| column 0 |  |  |  | $\ldots$ | column 3 |  |  |  | $\ldots$ | $\ldots$ | $\ldots$ |
| O |  | $\ldots$ | $\begin{aligned} & \text { N } \\ & \text { 气㐅 } \\ & \text { on } \end{aligned}$ | ...... | $\begin{aligned} & 0 \\ & \text { 들 } \\ & \text { O } \end{aligned}$ | $\begin{aligned} & \vec{y} \\ & \text { ü } \\ & \text { O } \end{aligned}$ | $\ldots$ | $\begin{aligned} & \text { N } \\ & \text { ü } \\ & \text { on } \end{aligned}$ | $\ldots$ | . | $\ldots$ |

Figure 3.1: Bit ordering in one 128 -bit vector of the bitsliced state
short-packet encryption is much lower. A similar approach was used by Könighofer in [Kön08], using 64-bit registers for the computation and therefore only requiring 4 independent input blocks but achieving an encryption speed of only 19.8 cycles per byte on an AMD Opteron 146 processor.

The linear layer of AES (the ShiftRows and the MixColumns operation) does not operate on the bytes of the state independently but also those operations can be implemented efficiently on 64-bit Intel processors using the pshufb instruction of the SSSE3 instruction set, which is implemented on all AMD64 Intel processors.

### 3.4.1 Bitsliced representation of the AES state

The key to a fast bitsliced implementation is finding an efficient bitsliced representation of the cipher state. Denote the bitsliced AES state by $b[0], \ldots, b[7]$, where each $b[i]$ is a 128 -bit vector fitting in one XMM register. The 816 -byte AES blocks are "sliced" bitwise, with the least significant bits of each byte in $b$ [0] and the most significant bits in the corresponding positions of $b[7]$. Now, the AES S-Box can be implemented equally efficiently whatever the order of bits within the bitsliced state. The efficiency of the linear layer, on the other hand, depends crucially on this order.

Collecting in each byte of the bitsliced state 8 bits from identical positions of 8 different AES blocks assures that bits within each byte are independent and all instructions can be kept byte-level. Furthermore, in order to simplify the MixColumns operation, the 16 bytes of an AES state are collected in the state row by row. Figure 3.1 illustrates the bit ordering in each 128 -bit state vector $b[i]$.

Several algorithms are known for converting the data to a bitsliced format and back [MN07, Kön08]. The implementation presented here uses 84 instructions to bitslice the input, and 8 byte shuffles to reorder the state row by row.

### 3.4.2 The AddRoundKey operation

The round keys are converted to bitsliced representation during key expansion. Each key is expanded to 8128 -bit values, and a round of AddRoundKey requires 8 xors from memory to the registers holding the bitsliced state.

### 3.4.3 The SubBytes operation

Decomposition of the SubBytes operation into bit-logical instructions uses wellknown hardware implementation strategies: The starting point is the compact hard-

Table 3.1: Instruction count for the AES S-Box

|  | xor | and/or | mov | total |
| :--- | :---: | :---: | :---: | :---: |
| Hardware | 82 | 35 | - | 117 |
| Software | 93 | 35 | 35 | 163 |

ware S-Box proposed by Canright [Can05], requiring 120 logic gates, and its improvements by Boyar and Peralta [BP09, BP10], which further reduce the gate count to 117. The implementation of the SubBytes operation is obtained by converting each logic gate (xor, and, or) in this implementation to its equivalent CPU instruction. In total the software version uses 163 instructions, an improvement by 15\% compared to 【MN07】 which uses 199 instructions. Full details of the Boolean decomposition in hardware are given in the original paper [Can05], however, there are some differences between this hardware approach and the transformation to software:

First, the packed bit-logical instructions of the AMD64 instruction set have one source and one destination; i.e., one of the inputs is always overwritten by the result. Thus, extra move instructions are required whenever both inputs are reused. Furthermore, while the compact hardware implementation computes recurring Boolean subexpressions only once, not all intermediate values fit into the available 16 XMM registers. It would be possible to use extra load/store instructions to spill some intermediate values to the stack. Load and store instruction have a much higher latency than bit-logical instructions; the alternative way to deal with lack of registers is to recompute some values. Using this second approach the implementation fits entirely in the 16 registers and uses 128 packed bit-logical instructions and 35 register-toregister move instructions. Table 3.1 lists the instruction/gate counts for the SubBytes operation in software and hardware.

### 3.4.4 The ShiftRows operation

Since each byte of the bitsliced state contains 8 bits from identical positions of 8 AES blocks, the rotation of matrix rows in the ShiftRows operation corresponds to a byte permutation. With the bitsliced layout described above the bytes of each 128 -bit vector need to be permuted according to the following pattern:

$$
\begin{aligned}
& \left(b_{00}, b_{01}, b_{02}, b_{03}, b_{10}, b_{11}, b_{12}, b_{13}, b_{20}, b_{21}, b_{22}, b_{23}, b_{30}, b_{31}, b_{32}, b_{33}\right) \mapsto \\
& \left(b_{00}, b_{01}, b_{02}, b_{03}, b_{11}, b_{12}, b_{13}, b_{10}, b_{22}, b_{23}, b_{20}, b_{21}, b_{33}, b_{30}, b_{31}, b_{32}\right) .
\end{aligned}
$$

Using the dedicated SSSE3 byte shuffle instruction pshufb, the whole ShiftRows operation can be done in 8 instructions. To improve performance these 8 instructions are interleaved with the xor instructions of the AddRoundKey operation.

### 3.4.5 The MixColumns operation

Owing to the circularity of the multiplication matrix, each resulting byte $r_{i j}$ can be calculated using an identical formula:

$$
r_{i j}=X \cdot b_{i j}+(X+1) \cdot b_{i+1, j}+b_{i+2, j}+b_{i+3, j},
$$

where indices are reduced modulo 4.
Multiplication of $b_{i j}$ by $X$ in $\mathbb{F}_{2^{8}}=\mathbb{F}_{2}[X] /\left(X^{8}+X^{4}+X^{3}+X+1\right)$ corresponds to a left shift and a conditional xor with 0 x 1 b whenever the most significant bit $b_{i j}[7]=1$; addition corresponds to xor. For example, the least significant bit $r_{i j}[0]$ of each byte is obtained as

$$
r_{i j}[0]=b_{i j}[7] \oplus b_{i+1, j}[7] \oplus b_{i+1, j}[0] \oplus b_{i+2, j}[0] \oplus b_{i+3, j}[0] .
$$

As the bitsliced state collects the bits of an AES state row by row, computing $b_{i+1, j}[0]$ from $b_{i j}[0]$ for all 128 least significant bits in parallel is equivalent to rotating $b$ [0] left by 32 bits:

$$
\begin{aligned}
& \left(b_{00}, b_{01}, b_{02}, b_{03}, b_{10}, b_{11}, b_{12}, b_{13}, b_{20}, b_{21}, b_{22}, b_{23}, b_{30}, b_{31}, b_{32}, b_{33}\right) \mapsto \\
& \left(b_{10}, b_{11}, b_{12}, b_{13}, b_{20}, b_{21}, b_{22}, b_{23}, b_{30}, b_{31}, b_{32}, b_{33}, b_{00}, b_{01}, b_{02}, b_{03}\right) .
\end{aligned}
$$

Similarly, computing $b_{i+2, j}$ requires rotation by 64 bits, computing $b_{i+3, j}$ rotation by 96 bits. To obtain the new bitsliced state vector $b$ [0], rewrite the above equation as

$$
r[0]=r l^{32} b[0] \oplus r l^{64} b[0] \oplus r l^{96} b[0] \oplus b[7] \oplus r l^{32} b[7] .
$$

One rotation can be saved by observing that

$$
r l^{64} b[i] \oplus r l^{96} b[i]=r l^{64}\left(b[i] \oplus r l^{32} b[i]\right)
$$

yielding

$$
r[0]=r l^{32} b[0] \oplus r l^{64}\left(b[0] \oplus r l^{32} b[0]\right) \oplus b[7] \oplus r l^{32} b[7] .
$$

Thus, only two rotations are required per register, 16 in total.
Equations for the other state vectors $r$ [i] are derived in a similar way:

$$
\begin{aligned}
r[1]= & b[0] \oplus r l^{32} b[0] \oplus r l^{32} b[1] \oplus r l^{64}\left(b[1] \oplus r l^{32} b[1]\right) \oplus \\
& b[7] \oplus r l^{32} b[7], \\
r[2]= & b[1] \oplus r l^{32} b[1] \oplus r l^{32} b[2] \oplus r l^{64}\left(b[2] \oplus r l^{32} b[2]\right), \\
r[3]= & b[2] \oplus r l^{32} b[2] \oplus r l^{32} b[3] \oplus r l^{64}\left(b[3] \oplus r l^{32} b[3]\right) \oplus \\
& b[7] \oplus r l^{32} b[7], \\
r[4]= & b[3] \oplus r l^{32} b[3] \oplus r l^{32} b[4] \oplus r l^{64}\left(b[4] \oplus r l^{32} b[4]\right) \oplus \\
& b[7] \oplus r l^{32} b[7], \\
r[5]= & b[4] \oplus r l^{32} b[4] \oplus r l^{32} b[5] \oplus r l^{64}\left(b[5] \oplus r l^{32} b[5]\right), \\
r[6]= & b[5] \oplus r l^{32} b[5] \oplus r l^{32} b[6] \oplus r l^{64}\left(b[6] \oplus r l^{32} b[6]\right), \\
r[7]= & b[6] \oplus r l^{32} b[6] \oplus r l^{32} b[7] \oplus r l^{64}\left(b[7] \oplus r l^{32} b[7]\right) .
\end{aligned}
$$

There is no dedicated rotate instruction for XMM registers; however, all the rotations are by multiples of 4 bytes and can be implemented using the the pshufd 32-bitdoubleword permutation instruction. This instruction supports writing the result in a destination register different from the source register and thus saves register-toregister moves. In total, the implementation of MixColumns requires 43 instructions: 16 pshufd instructions and 27 xors.

### 3.4.6 Key expansion

The AES key expansion algorithm computes 10 round keys from the initial key, using a sequence of SubBytes operations and xors. The constant-time implementation of this expansion uses the input/output transformation to and from bitsliced format, and the implementation of SubBytes. It performs 10 unavoidably sequential SubBytes operations; its cost is thus roughly equivalent to the cost of one 8-block AES encryption. The performance results in Section 3.6 include exact cycle count for this constant-time key expansion and a lookup-table-based key expansion.

### 3.5 AES-GCM for 64-bit Intel processors

This section describes an extension of the bitsliced AES-CTR implementation described in Section 3.4 to support authenticated encryption using AES-GCM.

As described in Subsection 3.1.4, the core operation required for GCM authentication is multiplication in $\mathbb{F}_{2^{128}}$ with a secret constant element $H$. This section describes two different implementations of this multiplication: first, a standard table-based approach, and second, a constant-time solution. Both implementations consist of a one-time key schedule computing $H$ and tables containing multiples of $H$; and an online phase which performs the actual authentication. Both implementations accept standard (non-bitsliced) input.

### 3.5.1 Table-based implementation

Several flavors of Galois field multiplication involving lookup tables of different sizes have been proposed for GCM software implementation [MV04]. The "simple, 4-bit tables method" uses 32 tables with 16 precomputed multiples of $H$ each, corresponding to a memory requirement of 8 KB . Using this approach one multiplication by $H$ is performed using 84 arithmetic instructions and 32 128-bit load, following the ideas from [Dai09b].

The computation is free of long chains of dependent instructions and the computation is thus mainly bottlenecked by the number of 32 loads per multiplication yielding a performance of 10.68 cycles per byte for full AES-GCM on a Core 2 Q9550. For detailed performance figures see Subsection 3.6.2.

```
Algorithm 4 Multiplication in \(\mathbb{F}_{2^{128}}\) of \(D\) with a constant element \(H\).
Input: Input \(D\), precomputed values \(H, X \cdot H, X^{2} \cdot H, \ldots, X^{127} \cdot H\)
Output: Product DH
    \(D H=0\)
    for \(i\) from 0 to 127 do
        if \(d_{i}=1\) then
            \(D H \leftarrow D H \oplus X^{i} \cdot H\)
        end if
    end for
```


### 3.5.2 Constant-time implementation

The constant-time implementation of GCM authentication does not use any table lookups indexed by secret data or data-dependent branches and is thus immune to timing attacks. While slower than the implementation described in Subsection 3.5.1, the constant-time implementation achieves a reasonable speed of 21.99 cycles per encrypted and authenticated byte on a Core 2 Q9550 and, in addition, requires only 2 KB of memory for precomputed values, comparing favorably to lookup-table-based implementations.

The offline phase precomputes values $H, X \cdot H, X^{2} \cdot H, \ldots, X^{127} \cdot H$. Based on this precomputation, multiplication of an element $D$ with $H$ is computed using a series of xors conditioned on the bits of $D$, as shown in Algorithm 4 .

For a constant-time version of this algorithm conditional statements have to be replaced by a sequence of instructions that take deterministic time. The following sequence of 6 instructions shows the constant-time implementation of a conditional xor of register xmm3 into register xmm4 if and only if bit $b_{0}$ of xmm 0 is set:

```
movdqa %xmm0, %xmm1
pand BIT0 , %xmm1 # BIT0 - bit mask in memory
pcmpeqd BIT0 , %xmm1
pshufd $0xff, %xmm1, %xmm1
pand %xmm3, %xmm1
pxor %xmm1, %xmm4
```

The first four instructions produce an all-zero mask in the register xmm1 if $b_{0}=0$ and an all-one mask otherwise. The last two instructions mask xmm3 with this value and xor the result.

The precomputation in the offline phase described above is implemented in constant time using the same conditional-xor technique. The multiplications with $X$ in this offline phase require an additional right shift. As there is no dedicated 1-bit shift for XMM registers; it is implemented through two packed 64-bit right shifts and correction of the least significant bit of the rightmost 64-bit word using another conditional xor.

Each 128 -bit multiplication in the online phase loops through all 128 bits of the intermediate value $D$. Each loop requires $6 \cdot 128$ instructions, or 48 instructions per
byte. The above sequence of six instructions for a conditional xor can in this context be optimized by considering four bitmasks in parallel and only repeating lines $1-3$ of the code once every four bits, yielding a final complexity of 3.75 instructions per bit, or 30 instructions/byte. As the Core 2 processor can issue at most 3 arithmetic instructions per cycle, a theoretical lower bound for a single Galois field multiplication with the above implementation of the conditional xor, is 10 cycles per byte. The actual performance comes rather close at around 14 cycles per byte for the complete authentication.

### 3.6 Performance results and comparison

Several implementations of AES-CTR have been included in the eSTREAM benchmarking framework [Can08] and subsequently been integrated into the SUPERCOP framework [BLa]. The eSTREAM benchmarking framework, unlike SUPERCOP, reports separate cycle counts for key setup, IV setup, and for encryption. Separating these operations in the benchmarks is important especially for the bitsliced implementation which is why the eSTREAM benchmarking suite is used for the benchmarks. This benchmarking suite compiles each algorithm with all available compilers and a large list of compiler options and then reports the fastest results. The "simple Imix" reported by the eSTREAM benchmarking suite is a weighted average simulating sizes of typical IP packets: it takes into account packets of size 40 bytes ( 7 parts), 576 bytes ( 4 parts), and 1500 bytes ( 1 part). The computers used for benchmarking are described in Table 3.2.

Table 3.2: Machines used for benchmarking the implementations of AES and AESGCM

| gggg |  |  |
| :--- | :--- | :--- |
| Affiliation | University of Illinois at Chicago |  |
| CPU | PowerPC G4 7410, 533.33 MHz |  |
| Compilers | gcc <br> gcc-4.3 | gcc (Debian 4.4.4-17) 4.4.5 <br> gcc-4.3 (Debian 4.3.5-3) 4.3.5 |
| fireball |  |  |
| Affiliation | University of Illinois at Chicago |  |
| CPU | Intel Pentium 4 f12, 1894.135 MHz |  |
| Compilers | gcc <br> gcc-4.1 | gcc (Ubuntu 4.4.1-4ubuntu9) 4.4.1 <br> gcc-4.1 (GCC) 4.1.3 20080704 (prerelease) (Ubuntu <br>  <br>  <br>  <br>  <br>  <br> gcc-4.2 <br> g.1.2-27ubuntu1) <br> gcc-4.3 <br> g++ |
| gcc-4.2 (GCC) 4.2.4 (Ubuntu 4.2.4-5ubuntu1) <br> gcc-4.3 (Ubuntu 4.3.4-5ubuntu1) 4.3.4 <br> g++ (Ubuntu 4.4.1-4ubuntu9) 4.4.1 |  |  |
|  |  |  |
| nmi-0039 |  |  |


| CPU | Sun UltraSparc IIIi, 1062 MHz |  |  |
| :--- | :--- | :--- | :---: |
| Compilers | gcc-3.4 | sparc-sun-solaris2.10-gcc-3.4.3 (GCC) 3.4.3 |  |
|  | gcc-4.0 | sparc-sun-solaris2.10-gcc-4.0.4 (GCC) 4.0.4 |  |
|  | gcc-4.1 | sparc-sun-solaris2.10-gcc-4.1.2 (GCC) 4.1.2 |  |
|  | gcc-4.2 | sparc-sun-solaris2.10-gcc-4.2.4 (GCC) 4.2.4 |  |
|  | gcc-4.3 | sparc-sun-solaris2.10-gcc-4.3.2 (GCC) 4.3.2 |  |
| cc | Forte Developer 7 C 5.4 2002/03/09 |  |  |
| smirk |  |  |  |
| Affiliation | Peter Schwabe |  |  |
| CPU | Sun UltraSparc IIi (Sabre), 333 MHz |  |  |
| Compilers | gcc | gcc (Debian 4.3.2-1.1) 4.3.2 |  |
|  | gcc-4.1 | gcc-4.1 (GCC) 4.1.3 20080420 (prerelease) (Debian |  |
|  | gcc-4.2 | 4.1.2-22) |  |
| (GCC) 4.2.4 (Debian 4.2.4-2+b1) |  |  |  |


| latour |  |  |
| :--- | :--- | :--- |
| Affiliation | Eindhoven University of Technology |  |
| CPU | Intel Core 2 Quad Q6600, 2394 MHz |  |
| Compilers | gcc | gcc (Ubuntu 4.3.3-5ubuntu4) 4.3.3 |
|  | gcc-4.1 | gcc-4.1 (GCC) 4.1.3 20080623 (prerelease) (Ubuntu |
|  |  | 4.1.2-24ubuntu1) |
|  | gcc-4.2 | gcc-4.2 (GCC) 4.2.4 (Ubuntu 4.2.4-5ubuntu1) |
|  | g++ | g++ (Ubuntu 4.3.3-5ubuntu4) 4.3.3 |


| berlekamp |  |  |
| :--- | :--- | :--- |
| Affiliation | National Taiwan University |  |
| CPU | Intel Core 2 Quad Q9550, 2833 MHz |  |
| Compilers | gcc | gcc (GCC) 4.4.1 20090725 (Red Hat 4.4.1-2) |
|  | gcc34 | gcc34 (GCC) 3.4.6 20060404 (Red Hat 3.4.6-13) |
|  | g++ | g++ (GCC) 4.4.1 20090725 (Red Hat 4.4.1-2) |


| dragon3 |  |  |
| :--- | :--- | :--- |
| Affiliation | Academia Sinica |  |
| CPU | Intel Xeon X5650, 2668 MHz |  |
| Compilers | gcc <br> g++ | gcc (GCC) 4.4.4 20100630 (Red Hat 4.4.4-10) <br> g++ (GCC) 4.4.4 20100630 (Red Hat 4.4.4-10) |


| mace |  |
| :--- | :--- |
| Affiliation | University of Illinois at Chicago |
| CPU | AMD Athlon 64 X2 3800+, 2008.818 MHz |


| Compilers | gcc | gcc (Ubuntu 4.4.3-4ubuntu5) 4.4.3 |  |
| :--- | :--- | :--- | :--- |
|  | gcc-4.0 | gcc-4.0 (GCC) 4.0.4 20060630 (prerelease) (Ubuntu |  |
|  | gcc-4.1 | 4.0.3-4) | gcc-4.1 (GCC) 4.1.3 20080704 (prerelease) (Ubuntu |
|  |  | 4.1.2-27ubuntu1) |  |
|  | gcc-4.3 | gcc-4.3 (Ubuntu 4.3.4-10ubuntu1) 4.3.4 |  |
|  | g++ | g++ (Ubuntu 4.4.3-4ubuntu5) 4.4.3 |  |

### 3.6.1 Benchmarks of AES-CTR

Tables 3.3 to 3.10 compare the performance of the implementations described in Sections 3.3 and 3.4 of AES in counter mode with the other implementations in the eSTREAM framework. The tables also report the fastest performance claims from unpublished software described in the literature obtained on similar hardware. They furthermore report performance figures of the AES-CTR implementation of the Crypto++ library (version 5.6.1) [Dai09b] benchmarked in the SUPERCOP benchmarking framework [BLa] for machines on which the library builds without errors. The SUPERCOP benchmarking suite includes cost for key setup and IV setup in the encryption and reports extrapolated figures for "long-stream encryption", which do not include this cost. Note that the AES-CTR implementation in the Crypto++ library is not compatible with the eSTREAM implementations; it handles the counter in a slightly different way.

Table 3.3: Cycles/byte for AES-CTR encryption on gggg and literature claims on PowerPC G4 processors

| Packet size | 4096 bytes | 1500 bytes | 576 bytes | 40 bytes | Imix |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Section 3.3 | 14.56 | 14.72 | 15.34 | 25.66 | 15.82 |
|  | Key setup: 201.60 cycles $^{\text {c }}$ |  |  |  |  |
| Bernstein ${ }^{\text {a,d }}$ | 19.11 | 19.30 | 19.45 | 29.21 | 20.06 |
|  | Key setup: 165.60 cycles $^{\text {a,e }}$ |  |  |  |  |
| Gladman ${ }^{\text {b,f }}$ | 27.27 | 27.41 | 27.42 | 35.33 | 27.96 |
|  | Key setup: 193.60 cycles $^{\text {b,g }}$ |  |  |  |  |
| Literature claims |  |  |  |  |  |
| Code by Ahrens [Lip06]: 25.06 cycles/byte on a PowerPC G4 7400Code by Ahrens [Lip06]: 24.06 cycles/byte on a PowerPC G4 7457 |  |  |  |  |  |
|  |  |  |  |  |  |

${ }^{a}$ Implementation bernstein/big-1/1
${ }^{b}$ Implementation gladman/1
${ }^{c}$ Compiled with gcc-3.4-mcpu=G3 -Os -fomit-frame-pointer
${ }^{d}$ Compiled with gcc-3.4-mcpu=G3 -O3 -fomit-frame-pointer
${ }^{e}$ Compiled with gcc-3.4-mcpu=G3-O3 -unroll-all-loops -fomit-frame-pointer
${ }^{f}$ Compiled with gcc-3.4-mcpu=G3-O2 -fomit-frame-pointer
${ }^{g}$ Compiled with gcc-4.2-mcpu=G5 -O3 -fomit-frame-pointer

Table 3.4: Cycles/byte for AES-CTR encryption on fireball and literature claims on Intel Pentium 4 processors

| Packet size | 4096 bytes | 1500 bytes | 576 bytes | 40 bytes | Imix |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Section 3.3 | 14.15 | 14.38 | 14.70 | 29.29 | 15.74 |
|  | Key setup: 402.61 cycles $^{\text {d }}$ |  |  |  |  |
| Bernstein ${ }^{\text {a,f }}$ | 16.97 | 17.15 | 17.46 | 27.64 | 18.04 |
|  | Key setup: 402.61 cycles $^{\text {d }}$ |  |  |  |  |
| Wu ${ }^{\text {c,g }}$ | 21.33 | 21.68 | 22.38 | 34.27 | 22.94 |
|  | Key setup: 607.46 cycles $^{h}$ |  |  |  |  |
| Gladman $^{\text {b,h }}$ | 29.98 | 30.32 | 30. | 38.04 | 30.91 |
|  | Key setup: 291.51 cycles $^{e}$ |  |  |  |  |
| SUPERCOP benchmark |  |  |  |  |  |
| [Dai09b] ${ }^{\text {i }}$ | 19.24 | n/a | 27.81 | n/a | n/a |
|  | Long stream (extrapolated): 17.92 cycles/byte ${ }^{l}$ |  |  |  |  |
| Literature claims |  |  |  |  |  |
| [Osv03]: 16.25 cycles/byte on an unspecified Pentium 4 <br> [MF05]: 15.69 cycles/byte on a Pentium 4 Northwood <br> [MF05]: 17.75 cycles/byte on a Pentium 4 Prescott <br> [Mat06]: 17.75 cycles/byte on an unspecified Pentium 4 32-bit processor [Lip06]: 15.88 cycles/byte on an unspecified Pentium 4 |  |  |  |  |  |

${ }^{a}$ Implementation bernste in $/ \mathrm{x} 86 \mathrm{mmx}-1 / 1$
${ }^{b}$ Implementation gladman/1
${ }^{c}$ Implementation hongjun/v1/1
${ }^{d}$ Compiled with gec -march=pentium -Os -fomit-frame-pointer
${ }^{e}$ Compiled with gcc -march=pentiumpro -Os -fomit-frame-pointer
${ }^{f}$ Compiled with gcc -march=pentium-m -Os -fomit-frame-pointer
${ }^{g}$ Compiled with gcc -march=pentium4 -O1 -fomit-frame-pointer
${ }^{h}$ Compiled with gec -march $=\mathrm{k} 8$-O1 -fomit-frame-pointer
${ }^{i}$ Compiled with g++ -m32 -march=pentium4 -O2 -fomit-frame-pointer

Table 3.5: Cycles/byte for AES-CTR encryption on smirk and literature claims on UltraSparc II processors

| Packet size | 4096 bytes | 1500 bytes | 576 bytes | 40 bytes | Imix |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Section 3.3 | 12.12 | 12.95 | 14.54 | 24.56 | 14.64 |
|  | Key setup: 847.33 cycles $^{\text {d }}$ |  |  |  |  |
| Bernstein ${ }^{\text {a,e }}$ | 20.64 | 21.20 | 21.59 | 32.87 | 22.22 |
|  | Key setup: 172.46 cycles $^{e}$ |  |  |  |  |
| Gladman $^{\text {b,f }}$ | 27.80 | 28.10 | 28.64 | 39.61 | 29.19 |
|  | Key setup: 184.02 cycles $^{\text {g }}$ |  |  |  |  |

## Literature claims

[Lip06]: 16.875 cycles/byte on a 480 MHz Sparc, presumably an UltraSparc II
${ }^{\text {a }}$ Implementation bernstein/big-1/1
${ }^{b}$ Implementation gladman/1
${ }^{c}$ Compiled with gcc-4.1 -mcpu=ultrasparc3 -m64 -Os -fomit-frame-pointer
${ }^{d}$ Compiled with gcc-4.2-mcpu=ultrasparc3 -m64 -Os -fomit-frame-pointer
${ }^{e}$ Compiled with gcc-4.2-mcpu=ultrasparc -m64-O3 -funroll-all-loops -fomit-frame-pointer
${ }^{f}$ Compiled with gcc-4.1-mcpu=ultrasparc -Os -fomit-frame-pointer
${ }^{g}$ Compiled with gec-4.2-mcpu=ultrasparc -O3 -fomit-frame-pointer

Table 3.6: Cycles/byte for AES-CTR encryption on nmi-0039

| Packet size | 4096 bytes | 1500 bytes | 576 bytes | 40 bytes | Imix |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Section 3.3 | 12.02 | 12.24 | 12.23 | 20.82 | 12.82 |
|  | Key setup: 707.14 cycles $^{\text {d }}$ |  |  |  |  |
| Bernstein ${ }^{\text {a,e }}$ | 19.70 | 19.94 | 20.15 | 33.17 | 20.97 |
|  | Key setup: 167.21 cycles $^{f}$ |  |  |  |  |
| Gladman $^{\text {b,g }}$ | 25.06 | 25.22 | 25.25 | 33.64 | 25.82 |
|  | Key setup: 197.21 cycles $^{e}$ |  |  |  |  |

[^0]Table 3.7: Cycles/byte for AES-CTR encryption on latour and literature claims on 65-nm Intel Core 2 processors

| Packet size | 4096 bytes | 1500 bytes | 576 bytes | 40 bytes | Imix |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Section 3.4 | 9.32 | 9.76 | 10.76 | 34.30 | 12.01 |
|  | Key setup (table-based): 770.53 cycles $^{f}$ Key setup (constant-time): 1406.61 cycles $^{f}$ |  |  |  |  |
| Section $3.3^{\text {b }}$ | 10.57 | 10.78 | 10.79 | 19.51 | 11.38 |
|  | Key setup: 166.08 cycles $^{\text {d }}$ |  |  |  |  |
| $\mathrm{Wu}^{\text {c,i }}$ | 12.28 | 12.43 | 12.53 | 18.17 | 12.88 |
|  | Key setup: 266.83 cycles $^{8}$ |  |  |  |  |
| Bernstein ${ }^{\text {a,e }}$ | 13.74 | 13.86 | 13.90 | 19.26 | 14.25 |
|  | Key setup: 166.08 cycles $^{h}$ |  |  |  |  |
| Gladman $^{\text {b,i }}$ | 16.11 | 16.25 | 16.24 | 20.67 | 16.55 |
|  | Key setup: 167.43 cycles ${ }^{\text {J }}$ |  |  |  |  |
| SUPERCOP benchmark |  |  |  |  |  |
| [Dai09b] ${ }^{\text {k }}$ | 12.61 | n/a | 16.03 | n/a | n/a |
|  | Long stream (extrapolated): 12.10 cycles/byte ${ }^{k}$ |  |  |  |  |

## Literature claims

[MN07]: 9.19 cycles/byte without transformation to and from bitsliced format on an unspecified Core 2 processor
[MN07]: 14.5 cycles/byte using lookup tables
${ }^{a}$ Implementation bernstein/amd64-2/1
${ }^{b}$ Implementation gladman/1
${ }^{c}$ Implementation hongjun/v1/1
${ }^{d}$ Compiled with gcc-4.1 -Os -fomit-frame-pointer
${ }^{e}$ Compiled with gcc-4.1 -march=nocona -Os -fomit-frame-pointer
${ }^{f}$ Compiled with gcc-4.2-Os -fomit-frame-pointer
${ }^{g}$ Compiled with gcc-4.2-O3 -funroll-all-loops -fomit-frame-pointer
${ }^{h}$ Compiled with gcc-4.2-march=k8 -Os -fomit-frame-pointer
${ }^{i}$ Compiled with gcc-4.2-march=nocona -Os -fomit-frame-pointer
${ }^{j}$ Compiled with gcc-4.3-march=prescott -m32-O3 -fomit-frame-pointer
${ }^{k}$ Compiled with $\mathrm{g}++-\mathrm{O} 2$-fomit-frame-pointer

Table 3.8: Cycles/byte for AES-CTR encryption on berlekamp

| Packet size | 4096 bytes | 1500 bytes | 576 bytes | 40 bytes | Imix |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Section 3.4 | 7.58 | 7.96 | 8.84 | 28.72 | 9.88 |
|  | Key setup (table-based): 778.48 cycles $^{e}$ Key setup (constant-time): 1144.16 cycles $^{e}$ |  |  |  |  |
| Section 3.3 | 10.58 | 10.76 | 10.76 | 19.69 | 11.37 |
|  | Key setup: 168.01 cycles $^{8}$ |  |  |  |  |
| Wu ${ }^{\text {c,f }}$ | 12.30 | 12.45 | 12.53 | 17.86 | 12.87 |
|  | Key setup: 385.41 cycles $^{\text {g }}$ |  |  |  |  |
| Bernstein ${ }^{\text {a,g }}$ | 13.75 | 13.86 | 13.94 | 19.57 | 14.30 |
|  | Key setup: 168.01 cycles $^{\text {g }}$ |  |  |  |  |
| Gladman $^{\text {b,g }}$ | 16.22 | 16.40 | 16.35 | 20.77 | 16.67 |
|  | Key setup: 166.41 cycles $^{8}$ |  |  |  |  |
| SUPERCOP benchmark |  |  |  |  |  |
| [Dai09b] ${ }^{\text {b }}$ | 12.58 | n/a | 15.66 | n/a | n/a |
|  | Long stream (extrapolated): 12.11 cycles/byte ${ }^{h}$ |  |  |  |  |

[^1]Table 3.9: Cycles/byte for AES-CTR encryption on dragon3

| Packet size | 4096 bytes | 1500 bytes | 576 bytes | 40 bytes | Imix |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Section 3.4 | 6.68 | 7.04 | 7.80 | 25.47 | 8.73 |
|  | Key setup (table-based): 722.13 cycles $^{e}$ <br> Key setup (constant-time): 993.63 cycles $^{e}$ |  |  |  |  |
| Section 3.3 | 9.64 | 9.77 | 9.74 | 17.58 | 10.29 |
|  | Key setup: 153.14 cycles $^{\text {d }}$ |  |  |  |  |
| Wu ${ }^{\text {c,f }}$ | 10.84 | 10.85 | 10.92 | 15.44 | 11.20 |
|  | Key setup: 374.28 cycles $^{e}$ |  |  |  |  |
| Bernstein ${ }^{a, e}$ <br> Gladman $^{b, e}$ | 12.52 | 12.62 | 12.68 | 17.32 | 12.98 |
|  | Key setup: 153.31 cycles $^{\text {d }}$ |  |  |  |  |
|  | 13.66 | 13.65 | 13.66 | 17.39 | 13.91 |
|  | Key setup: 156.71 cycles $^{e}$ |  |  |  |  |
| SUPERCOP benchmark |  |  |  |  |  |
| [Dai09b] ${ }^{\text {g }}$ | 11.11 | n/a | 14.22 | n/a | n/a |
|  | Long stream (extrapolated): 10.62 cycles/byte ${ }^{g}$ |  |  |  |  |

[^2]Table 3.10: Cycles/byte for AES-CTR encryption on mace and literature claims on 64-bit AMD processors

| Packet size | 4096 bytes | 1500 bytes | 576 bytes | 40 bytes | Imix |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Section 3.3 | 10.43 | 10.57 | 10.70 | 16.88 | 11.07 |
|  | Key setup: 191.21 cycles $^{\text {d }}$ |  |  |  |  |
| $\mathrm{Wu}^{\mathrm{c}, h}$ | 13.32 | 13.45 | 13.58 | 19.89 | 13.96 |
|  | Key setup: 356.92 cycles $^{\text {f }}$ |  |  |  |  |
| Bernstein ${ }^{\text {a,e }}$ | 13.40 | 13.38 | 13.46 | 19.18 | 13.82 |
|  | Key setup: 191.21 cycles $^{e}$ |  |  |  |  |
| Gladman $^{\text {b,g }}$ | 18.28 | 18.27 | 18.32 | 23.78 | 18.68 |
|  | Key setup: 198.01 cycles $^{h}$ |  |  |  |  |
| SUPERCOP benchmark |  |  |  |  |  |
| [Dai09b] ${ }^{\text {i }}$ | 12.66 | n/a | 16.12 | n/a | n/a |
|  | Long stream (extrapolated): 12.15 cycles/byte ${ }^{l}$ |  |  |  |  |
| Literature claims |  |  |  |  |  |
| [Mat06]: 10.63 cycles/byte on an unspecified Athlon 64 processor [Kön08]: 19.81 cycles/byte on an AMD Opteron 146 processor |  |  |  |  |  |

${ }^{a}$ Implementation bernstein/amd64-1/1
${ }^{b}$ Implementation gladman/1
${ }^{c}$ Implementation hongjun/v1/1
${ }^{d}$ Compiled with gcc-4.0 -Os -fomit-frame-pointer
${ }^{e}$ Compiled with gcc-4.1-Os -fomit-frame-pointer
${ }^{f}$ Compiled with gcc-4.1 -march=nocona -Os -fomit-frame-pointer
${ }^{g}$ Compiled with gcc-4.1 -march=k8 -O3 -funroll-all-loops -fomit-frame-pointer
${ }^{h}$ Compiled with gcc-4.4 -march=prescott -m32 -O3 -funroll-all-loops -fomit-frame-pointer
${ }^{i}$ Compiled with g++ -m64 -march=nocona -O3 -fomit-frame-pointer

Table 3.11: Cycles/byte for AES-GCM encryption and authentication on latour and literature claims, numbers in paratheses are accumulated numbers including cost for IV setup and finalization

| Packet size | 4096 bytes | 1500 bytes | 576 bytes | 40 bytes | Imix |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Section 3.5.1 | 12.21 | 13.71 | 16.21 | 77.1 | 19.47 |
|  | (12.54) | (14.62) | (18.58) | (111.28) | (23.48) |
| Section 3.5.2 | 27.14 | 28.82 | 31.53 | 100.10 | 35.24 |
|  | (27.53) | (29.89) | (34.30) | (140.04) | (39.93) |
| Precomputation and key setup, table-based: 2917.76 cycles $^{a}$ |  |  |  |  |  |
| Precomputation and key setup, constant-time: 4234.64 cycles $^{\text {d }}$ |  |  |  |  |  |
| IV setup and finalization, table-based: 1365.41 cycles $^{\text {b }}$ |  |  |  |  |  |
| IV setup and finalization, constant-time: 1597.77 cycles $^{\text {a }}$ |  |  |  |  |  |
| Literature claims |  |  |  |  |  |
| [Dai09a] 17.2 cycles/byte for authenticated encryption using 2-KB tables, [Dai09a 16.1 cycles/byte for authenticated encryption using 64-KB tables, both on an unspecified Intel Core 2 processor running in 32-bit mode |  |  |  |  |  |
| ${ }^{a}$ Compiled with gcc-4.1-Os -fomit-frame-pointer <br> ${ }^{b}$ Compiled with gcc-4.2 -march=k8-Os -fomit-frame-pointer <br> ${ }^{c}$ Compiled with gcc-4.2-Os -fomit-frame-pointer <br> ${ }^{\text {d }}$ Compiled with gcc-4.1-march=k8-Os -fomit-frame-pointer |  |  |  |  |  |

### 3.6.2 Benchmarks of AES-GCM

For AES-GCM authenticated encryption, the eSTREAM benchmarking suite reports cycles per encrypted and authenticated byte without considering finalization (one 16byte AES encryption and one multiplication) necessary to compute the authentication tag. Cycles required for these final computations are reported as part of the IV setup. Tables $3.11,3.12$ and 3.13 therefore give performance numbers as reported by the eSTREAM benchmarking suite (cycles per byte and cycles required for IV setup) and "accumulated" cycles per byte, illustrating the actual time required for authenticated encryption.

For AES-GCM, there exist no benchmarking results from open benchmarking suites such as the eSTREAM suite or SUPERCOP [BLa]. The designers of GCM provide performance figures for 128 -bit AES-GCM measured on a Motorola G4 processor which is certainly not comparable to an Intel Core 2 [MV05]. Comparison with the benchmarking results of the Crypto++ library by Dai on an unspecified Intel Core 2 processor running in 32-bit mode [Dai09a is given in Table 3.11.

Table 3.12: Cycles/byte for AES-GCM encryption authentication on berlekamp, numbers in paratheses are accumulated numbers including cost for IV setup and finalization

| Packet size | 4096 bytes | 1500 bytes | 576 bytes | 40 bytes | Imix |
| :--- | ---: | ---: | ---: | ---: | ---: |
| Section 3.5.1 | 10.40 | 11.67 | 13.82 | 65.87 | 16.60 |
|  | $(10.68)$ | $(12.43)$ | $(15.79)$ | $(94.20)$ | $(19.93)$ |
| Section 3.5 .2 | 21.67 | 23.04 | 25.37 | 82.99 | 28.46 |
|  | $(21.99)$ | $(23.91)$ | $(27.63)$ | $(115.58)$ | $(32.29)$ |
|  |  |  |  |  |  |

Precomputation and key setup, table-based: 2633.53 cycles $^{b}$
Precomputation and key setup, constant-time: 3454.27 cycles $^{c}$
IV setup and finalization, table-based: 1133.32 cycles $^{c}$
IV setup and finalization, constant-time: 1303.54 cycles $^{b}$
${ }^{a}$ Compiled with gcc -march=k8 -Os -fomit-frame-pointer
${ }^{b}$ Compiled with gcc -Os -fomit-frame-pointer
${ }^{c}$ Compiled with gcc-march=nocona -Os -fomit-frame-pointer

Table 3.13: Cycles/byte for AES-GCM encryption and authentication on dragon3, numbers in paratheses are accumulated numbers including cost for IV setup and finalization

| Packet size | 4096 bytes | 1500 bytes | 576 bytes | 40 bytes | Imix |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Section 3.5.1 ${ }^{\text {p }}$ | 9.28 | 10.36 | 12.23 | 56.23 | 14.56 |
|  | (9.53) | (11.04) | (13.99) | (81.58) | (17.54) |
| Section 3.5.2 | 19.17 | 20.39 | 22.32 | 71.53 | 24.99 |
|  | (19.45) | (21.15) | (24.31) | (100.15) | (28.35) |
| Precomputation and key setup, table-based: 2269.28 cycles $^{a}$ |  |  |  |  |  |
| Precomputation and key setup, constant-time: 3283.80 cycles $^{a}$ |  |  |  |  |  |
| IV setup and finalization, table-based: 1013.80 cycles $^{b}$ |  |  |  |  |  |
| IV setup and finalization, constant-time: 1144.62 cycles $^{\text {b }}$ |  |  |  |  |  |
| ${ }^{a}$ Compiled with gcc -march $=\mathrm{k} 8$-Os -fomit-frame-pointer <br> ${ }^{k}$ Compiled with gcc -march=nocona -Os -fomit-frame-pointer |  |  |  |  |  |



## Elliptic-curve cryptography on Cell

## processors

Elliptic-curve cryptography, proposed independently by Koblitz in Kob87] and Miller in [Mil86b], is now the state of the art in public-key cryptography. The reason why cryptosystems based on arithmetic in elliptic-curve groups is preferred over systems based on the multiplicative group $\mathbb{F}_{q}^{*}$ is that the underlying number-theoretic problem, the discrete-logarithm problem, is believed to be harder for elliptic-curve groups. More specifically, in most large prime-order subgroups of elliptic-curve groups there is no algorithm known which solves this problem in subexponential time, while the discrete-logarithm problem in $\mathbb{F}_{q}^{*}$ can be solved using an index-calculus algorithm that takes subexponential time. Elliptic-curve cryptography can thus use significantly smaller key sizes than $\mathbb{F}_{q}^{*}$-based cryptosystems on the same security level and is therefore much more efficient.

This chapter describes an implementation of the most fundamental cryptographic protocol based on elliptic curves: elliptic-curve Diffie-Hellman (ECDH) key exchange. The implementation targets the Synergistic Processor Units (SPUs) of the Cell Broadband Engine [CRDI05]. The Cell Broadband Engine processor contains eight of these SPUs and can for example be found in the IBM QS20 and QS21 blade servers and the Sony PlayStation 3. The Sony PlayStation 3 makes only 6 SPUs available to the programmer. From an implementor's perspective the architecture is a particularly interesting challenge because its small integer multipliers do not seem to make it the best-suited platform for public-key cryptography. This chapter shows that it is possible to achieve performance competitive to other architectures by

- parting with the traditional way of implementing elliptic-curve cryptography which uses arithmetic operations in the underlying field as smallest building blocks,
- representing finite -field elements in a way that takes into account the special structure of the finite field and the unconventional SPU instruction set, and
- carefully optimizing the code on the assembly level.

The implementation takes constant time independent of secret inputs and is thus protected against timing attacks.

Section 4.1 gives the mathematical and algorithmic background on elliptic-curve Diffie-Hellman key exchange and introduces the Curve25519 key-exchange function. Section 4.2 gives implementation details and explains the optimization techniques used to make the software run fast on the SPUs of the Cell Broadband Engine. Finally Section 4.3 reports benchmarking results from various machines.

This chapter is based on joint work with Costigan published in [[CS09]. Aside from some minor changes to notation and phrasing the main differences between the content of this chapter and [CS09] are the following:

- the performance analysis of IBM's MPM library contained in [CS09] is not contained in this chapter; and
- the benchmarking results in Section 4.3 are obtained on a slightly different set of machines than in [CS09].


### 4.1 Elliptic-curve Diffie-Hellman key exchange and the Curve25519 function

This section gives the mathematical and algorithmic background on elliptic-curve Diffie-Hellman key exchange necessary to understand the target function and the implementation. For a comprehensive introduction to elliptic-curve cryptography (ECC) with a focus on algorithmic aspects see for example [HMV04].

### 4.1.1 Elliptic-Curve Diffie-Hellman key exchange (ECDH)

Let $\mathbb{F}_{q}$ be a finite field and $E / \mathbb{F}_{q}$ an elliptic curve defined over $\mathbb{F}_{q}$. Let $E\left(\mathbb{F}_{q}\right)$ denote the group of $\mathbb{F}_{q}$-rational points on $E$, and $[m] P$ the $m$-th scalar multiple of a point $P \in E\left(\mathbb{F}_{q}\right)$ for any $m \in \mathbb{Z}$.

The Diffie-Hellman key exchange protocol [DH76] can now be carried out in the group $\langle P\rangle \subseteq E\left(\mathbb{F}_{q}\right)$ as follows:

- User $A$ chooses a random $a \in\{2, \ldots,|\langle P\rangle|-1\}$, computes [ $a] P$ and sends this to user $B$.
- User $B$ chooses a random $b \in\{2, \ldots,|\langle P\rangle|-1\}$, computes [b]P and sends this to user $A$.
- Now both users can compute $Q=[a]([b] P)=[b]([a] P)=[(a \cdot b)] P$.

The joint key for secret-key cryptography is then extracted from $Q$; a common way to do this is to compute a hash value of the $x$-coordinate of $Q$.

### 4.1.2 Montgomery ladder for scalar multiplication

For elliptic curves defined by an equation of the form $B y^{2}=x^{3}+A x^{2}+x$, Montgomery introduced in [Mon87] a fast method to compute the $x$-coordinate of a point $R=P+Q$, given the $x$-coordinates of two points $P$ and $Q$ and the $x$-coordinate of their difference $P-Q$. These formulas lead to an efficient algorithm to compute the $x$-coordinate of $Q=[k] P$ for any point $P$. This algorithm is often referred to as the Montgomery ladder. In this algorithm the $x$-coordinate $x_{P}$ of a point $P$ is represented as ( $X_{P}, Z_{P}$ ), where $x_{P}=X_{P} / Z_{P}$; for the representation of the point at infinity see the discussion in [Ber06, Appendix B]. See Algorithms 5 and 6 for a pseudocode description of the Montgomery ladder.

```
Algorithm 5 The Montgomery ladder for \(x\)-coordinate-based scalar multiplication
on the elliptic curve \(E: B y^{2}=x^{3}+A x^{2}+x\)
Input: An integer \(t>0\), a scalar \(k\) with \(0 \leq k \leq 2^{t}-1\) and the \(x\)-coordinate \(x_{P}\) of
    some point \(P\)
Output: \(\left(X_{[k] P}, Z_{[k] P}\right)\) fulfilling \(x_{[k] P}=X_{[k] P} / Z_{[k] P}\)
    \(X_{2} \leftarrow 1 ; Z_{2} \leftarrow 0 ; X_{3} \leftarrow x_{P} ; Z_{3} \leftarrow 1\)
    for \(i \leftarrow t-1\) downto 0 do
        if bit \(i\) of \(k\) is 1 then
            \(\left(X_{3}, Z_{3}, X_{2}, Z_{2}\right) \leftarrow \operatorname{LADDERSTEP}\left(x_{P}, X_{3}, Z_{3}, X_{2}, Z_{2}\right)\)
        else
            \(\left(X_{2}, Z_{2}, X_{3}, Z_{3}\right) \leftarrow \operatorname{LADDERSTEP}\left(x_{P}, X_{2}, Z_{2}, X_{3}, Z_{3}\right)\)
        end if
    end for
    return \(\left(X_{2}, Z_{2}\right)\)
```

Each "ladder step" as described in Algorithm6requires 5 multiplications, 4 squarings, 8 additions and one multiplication with the constant $(A+2) / 4$ in the underlying finite field.

### 4.1.3 The Curve25519 function

Bernstein proposed the Curve25519 function for elliptic-curve Diffie-Hellman key exchange [Ber06]. This function uses arithmetic on the elliptic curve defined by the equation $E: y^{2}=x^{3}+A x^{2}+x$ over the field $\mathbb{F}_{p}$, where $p=2^{255}-19$ and $A=486662$; observe that on this elliptic curve it is possible to use the $x$-coordinate-based scalar multiplication described above.

The elliptic curve and underlying finite field are carefully chosen to meet high security requirements and to enable a fast implementation. For a detailed discussion of the security properties of Curve25519 see [Ber06, Section 3].

The Curve 25519 function takes as input two 32 -byte strings, one representing the $x$-coordinate of a point $P$ and the other representing a 256 -bit scalar $k$. It gives as output a 32-byte string representing the $x$-coordinate $x_{Q}$ of $Q=[k] P$. For each of these values Curve25519 is assuming little-endian representation.

```
Algorithm 6 One ladder step of the Montgomery ladder
    function LADDERSTEP \(\left(x_{Q-P}, X_{P}, Z_{P}, X_{Q}, Z_{Q}\right)\)
        \(t_{1} \leftarrow X_{P}+Z_{P}\)
        \(t_{6} \leftarrow t_{1}^{2}\)
        \(t_{2} \leftarrow X_{P}-Z_{P}\)
        \(t_{7} \leftarrow t_{2}^{2}\)
        \(t_{5} \leftarrow t_{6}-t_{7}\)
        \(t_{3} \leftarrow X_{Q}+Z_{Q}\)
        \(t_{4} \leftarrow X_{Q}-Z_{Q}\)
        \(t_{8} \leftarrow t_{4} \cdot t_{1}\)
        \(t_{9} \leftarrow t_{3} \cdot t_{2}\)
        \(X_{P+Q} \leftarrow\left(t_{8}+t_{9}\right)^{2}\)
        \(Z_{P+Q} \leftarrow x_{Q-P} \cdot\left(t_{8}-t_{9}\right)^{2}\)
        \(X_{[2] P} \leftarrow t_{6} \cdot t_{7}\)
        \(Z_{[2] P} \leftarrow t_{5} \cdot\left(t_{7}+((A+2) / 4) \cdot t_{5}\right)\)
        return \(\left(X_{[2] P}, Z_{[2] P}, X_{P+Q}, Z_{P+Q}\right)\)
    end function
```

The implementation described here follows [Ber06] and computes $x_{Q}$ by first using Algorithm 5 to compute ( $X_{Q}, Z_{Q}$ ) and then computing $x_{Q}=Z_{Q}^{-1} \cdot X_{Q}$.

### 4.2 Implementation of Curve25519

Each Synergistic Processor Unit (SPU) of the Cell Broadband Engine is a specialist processor with a RISC-like SIMD instruction set and a 128 -element array of 128 bit vector registers. It has two pipelines (pipeline 0 and pipeline 1); each cycle it can dispatch one instruction per pipeline. Whether or not the SPU really dispatches two instructions in a given cycle is highly dependent on instruction scheduling and alignment. This is subject to the following conditions:

- execution of instructions is purely in-order;
- the two pipelines execute disjoint sets of instructions (i.e. each instruction is either a pipeline-0 or a pipeline-1 instruction);
- the SPU has a fetch queue that can contain at most two instructions;
- instructions are fetched into the fetch queue only if the fetch queue is empty;
- instructions are fetched in pairs, where the first instruction in such a pair is from an even word address, the second from an odd word address;
- the SPU executes two instructions in one cycle only if two instructions are in the fetch queue, the first being a pipeline-0 instruction and the second being a pipeline- 1 instruction and all inputs to these instructions being available and not pending due to latencies of previously executed instructions.

Hence, instruction scheduling has to ensure that pipeline-0 and pipeline- 1 instructions are interleaved and that latencies are hidden; instruction alignment has to ensure that pipeline-0 instructions are at even word addresses and pipeline- 1 instructions are at odd word addresses.

Most integer-arithmetic instructions (except shift and rotate instructions) are SIMD instructions operating either on 432 -bit word elements or on 8 16-bit halfword elements or on 168 -bit byte elements of a 128-bit register. Integer multiplication constitutes an exception to this scheme: The integer multiplication instructions multiply 416 -bit halfwords in parallel and store the 32 -bit results in the 4 word elements of the result register. For a detailed description of the SPU instruction set see [IBM07]; for a list of instruction latencies and associated pipelines see [IBM08, Appendix B]. The most relevant instructions for the implementation of the Curve25519 function are the following:
a: adds each 32-bit word element of a register $a$ to the corresponding word element of a register $b$ and stores the results in a register $r$;
mpy : multiplies the 16 least significant bits of each 32-bit word element of a register $a$ with the corresponding 16 bits of each word element of a register $b$ and stores the resulting four 32-bit results in the four word elements of a register $r$;
mpya: multiplies 16 -bit halfwords as the mpy instruction but adds the resulting four 32 -bit word elements to the corresponding word elements of a register $c$ and stores the resulting sum in a register $r$;
shl : shifts each word element of a register $a$ to the left by the number of bits given by the corresponding word element of a register $b$ and stores the result in a register $r$;
rotmi: shifts each word element of a register $a$ to the right by the number of bits given in an immediate value and stores the result in a register $r$;
shufb: each byte of an input register $c$ specifies either a byte of one of the two input registers $a$ and $b$ or one of the constants $0,0 \times 80$ or $0 x f f$. Each byte in the result register $r$ is set to the value specified by the corresponding byte in $c$.

As described in Section 4.1 the computation of the Curve25519 function consists of two parts: the Montgomery ladder computing ( $X_{Q}, Z_{Q}$ ) and the inversion of $Z_{Q}$. Inversion is implemented as an exponentiation with $p-2=2^{255}-21$ using the same sequence of 254 squarings and 11 multiplications as [Ber06]. This might not be the most efficient algorithm for inversion, but it is the easiest way to implement an inversion algorithm that takes constant time independent of the input. Completely inlining all multiplications and squarings of the addition chain would result in an excessive increase of the overall code size. Inversion therefore uses calls to a multiplication and a squaring function.

However the first part-the Montgomery ladder-does not use calls to these functions but takes one ladder step as smallest building block and implements the complete Montgomery ladder in one function. This increases data-level parallelism inside
the computation, and allows a much more efficient use of the SIMD instructions, especially in the modular reductions.

The three algorithms that mainly influence performance of the Curve25519 computation are multiplication (including reduction), squaring (also including reduction), and Montgomery ladder steps. These algorithms are implemented in qhasm. The description of the algorithms in the following three subsections uses the notion of "register variables"; recall from Section 2.8 that in qhasm-unlike C-these are variables that are forced to be kept in registers. The algorithms are all based on a representation of elements of $\mathbb{F}_{2^{255}-19}$ which is chosen to allow efficient implementation with the SIMD instructions of the SPUs.

Specifically, an element $a$ of $\mathbb{F}_{2^{255}-19}$ is represented as a tuple $\left(a_{0}, \ldots, a_{19}\right)$ where

$$
\begin{equation*}
a=\sum_{i=0}^{19} a_{i} 2^{[12.75 i]} . \tag{4.1}
\end{equation*}
$$

A coefficient $a_{i}$ is called reduced if $a_{i} \in\left[0,2^{13}-1\right]$. Analogously the representation of an element $a \in \mathbb{F}_{2^{255}-19}$ is called reduced if all its coefficients $a_{0}, \ldots, a_{19}$ are reduced.

### 4.2.1 Multiplication and squaring

The SPUs of the Cell Broadband Engine can multiply integers of size at most 16 bits, yielding 32 -bit results. One instruction performs 4 such multiplications in parallel. In order to achieve high performance of finite-field arithmetic it is crucial to properly arrange the values $a_{0}, \ldots a_{19}$ in registers and to adapt algorithms for field arithmetic to make use of this SIMD capability.

The inputs of field multiplication are two finite-field elements ( $a_{0}, \ldots, a_{19}$ ) and $\left(b_{0}, \ldots, b_{19}\right)$ in reduced representation. This input is arranged in 10 register variables a03, a47, a811, a1215, a1619, b03, b47, b811, b1215 and b1619 as follows: Register variable a03 contains in its word elements the coefficients $a_{0}, a_{1}, a_{2}, a_{3}$, register variable a47 contains in its word elements the coefficients $a_{4}, a_{5}, a_{6}, a_{7}$, and so on.

The idea of multiplication is to compute coefficients $r_{0}, \ldots, r_{38}$ of $r=a b$ where:

$$
\begin{aligned}
& r_{0}=a_{0} b_{0} \\
& r_{1}=a_{1} b_{0}+a_{0} b_{1} \\
& r_{2}=a_{2} b_{0}+a_{1} b_{1}+a_{0} b_{2} \\
& r_{3}=a_{3} b_{0}+a_{2} b_{1}+a_{1} b_{2}+a_{0} b_{3} \\
& r_{4}=a_{4} b_{0}+2 a_{3} b_{1}+2 a_{2} b_{2}+2 a_{1} b_{3}+a_{0} b_{4} \\
& r_{5}=a_{5} b_{0}+a_{4} b_{1}+2 a_{3} b_{2}+2 a_{2} b_{3}+a_{1} b_{4}+a_{0} b_{5} \\
& r_{6}=a_{6} b_{0}+a_{5} b_{1}+a_{4} b_{2}+2 a_{3} b_{3}+a_{2} b_{4}+a_{1} b_{5}+a_{0} b_{6} \\
& r_{7}=a_{7} b_{0}+a_{6} b_{1}+a_{5} b_{2}+a_{4} b_{3}+a_{3} b_{4}+a_{2} b_{5}+a_{1} b_{6}+a_{0} b_{7} \\
& r_{8}=a_{8} b_{0}+2 a_{7} b_{1}+2 a_{6} b_{2}+2 a_{5} b_{3}+a_{4} b_{4}+2 a_{3} b_{5}+2 a_{2} b_{6}+2 a_{1} b_{7}+a_{0} b_{8}
\end{aligned}
$$

This computation requires 400 multiplications and 361 additions. At best 4 of these multiplications can be done in parallel when using the SIMD instructions, and adding the result of a multiplication is at best for free using the mpya instruction, so it takes at least 100 instructions to compute the coefficients $r_{0}, \ldots, r_{38}$. Furthermore some intermediate products have to be multiplied by 2 , an effect resulting from the non-integer radix 12.75 used for the representation of finite-field elements. As both inputs to multiplication have reduced coefficients, all result coefficients $r_{i}$ fit into 32-bit word elements.

The coefficients $r_{0}, \ldots, r_{38}$ can be computed using 145 pipeline- 0 instructions (arithmetic instructions) as described in the following three paragraphs. This computation requires some rearrangement of coefficients in registers using the shufb instruction but with careful instruction scheduling and alignment these pipeline-1 instructions do not increase the number of cycles needed for multiplication. From the description of the arithmetic instructions it should be clear which rearrangement of inputs is necessary.

First use 15 shl instructions to obtain register variables
b 03 s 1 containing $b_{0}, b_{1}, b_{2}, 2 b_{3}$, b03s2 containing $b_{0}, b_{1}, 2 b_{2}, 2 b_{3}$, b03s3 containing $b_{0}, 2 b_{1}, 2 b_{2}, 2 b_{3}$, b47s 1 containing $b_{4}, b_{5}, b_{6}, 2 b_{7}$ and so on.

Now proceed producing intermediate result variables r03 containing $a_{0} b_{0}, a_{0} b_{1}, a_{0} b_{2}, a_{0} b_{3}$ (one mpy instruction), r14 containing $a_{1} b_{0}, a_{1} b_{1}, a_{1} b_{2}, 2 a_{1} b_{3}$ (one mpy instruction), r25 containing $a_{2} b_{0}, a_{2} b_{1}, 2 a_{2} b_{2}, 2 a_{2} b_{3}$ (one mpy instruction), r36 containing $a_{3} b_{0}, 2 a_{3} b_{1}, 2 a_{3} b_{2}, 2 a_{3} b_{3}$ (one mpy instruction),
$r 47$ containing $a_{4} b_{0}+a_{0} b_{4}, a_{4} b_{1}+a_{0} b_{5}, a_{4} b_{2}+a_{0} b_{6}, a_{4} b_{3}+a_{0} b_{7}$ (one mpy and one mpya instruction),
r58 containing $a_{5} b_{0}+a_{1} b_{4}, a_{5} b_{1}+a_{1} b_{5}, a_{5} b_{2}+a_{1} b_{6}, 2 a_{5} b_{3}+2 a_{1} b_{7}$ (one mpy and one mpya instruction) and so on. In total these computations need 36 mpy and 64 mpya instructions.

As a final step these intermediate results have to be joined to produce the coefficients $r_{0}, \ldots r_{38}$ in the register variables $r 03, r 47, \ldots r 3639$. This can be done using 30 additions when first combining intermediate results using the shufb instruction. For example, join in one register variable the highest word of r14 and the three lowest words of r58 before adding this register variable to r 47 .

The basic idea for squaring is the same as for multiplication, but squaring can exploit the fact that some intermediate results are equal. For a squaring of a value $a$ given in reduced representation $\left(a_{0}, \ldots, a_{19}\right)$, formulas for the result coefficients $r_{0}, \ldots, r_{38}$ are the following:

$$
\begin{aligned}
& r_{0}=a_{0} a_{0} \\
& r_{1}=2 a_{1} a_{0} \\
& r_{2}=2 a_{2} a_{0}+a_{1} a_{1} \\
& r_{3}=2 a_{3} a_{0}+2 a_{2} a_{1} \\
& r_{4}=2 a_{4} a_{0}+4 a_{3} a_{1}+2 a_{2} a_{2} \\
& r_{5}=2 a_{5} a_{0}+2 a_{4} a_{1}+4 a_{3} a_{2} \\
& r_{6}=2 a_{6} a_{0}+2 a_{5} a_{1}+2 a_{4} a_{2}+2 a_{3} a_{3} \\
& r_{7}=2 a_{7} a_{0}+2 a_{6} a_{1}+2 a_{5} a_{2}+2 a_{4} a_{3} \\
& r_{8}=2 a_{8} a_{0}+4 a_{7} a_{1}+4 a_{6} a_{2}+4 a_{5} a_{3}+a_{4} a_{4}
\end{aligned}
$$

The main part of the computation requires only 60 multiplications ( 24 mpya and 36 mpy instructions). However, some partial results have to be multiplied by 4; this requires more preprocessing of the inputs than for multiplication, in total 35 instead of 15 shl instructions before entering the main block of multiplications. Squaring is therefore only 20 cycles faster than multiplication.

During both multiplication and squaring, almost all latencies are hidden by interleaving independent instructions.

### 4.2.2 Reduction

The task of the reduction step is to compute from the coefficients $r_{0}, \ldots r_{38}$ a reduced representation $\left(r_{0}, \ldots, r_{19}\right)$. Implementing this computation efficiently is challenging because in a typical reduction chain every instruction is dependent on the result of the preceding instruction. This makes it very hard to vectorize operations in SIMD instructions and to hide latencies.

The basic idea of reduction is the following: First reduce the coefficients $r_{20}$ to $r_{38}$ (producing a coefficient $r_{39}$ ), then add $19 r_{20}$ to $r_{0}, 19 r_{21}$ to $r_{1}$ and so on until adding $19 r_{39}$ to $r_{19}$ and then reduce the coefficients $r_{0}$ to $r_{19}$.

Multiplications by 19 result from the fact that the coefficient $a_{20}$ corresponds to $2^{255} a_{20}$ (see equation (4.1). By the definition of the finite field $\mathbb{F}_{2^{255}-19}, 2^{255} a_{20}$ is the same as $19 a_{20}$. Equivalent statements hold for the coefficients $a_{21}, \ldots, a_{39}$.

The most speed-critical parts of this reduction are the two carry chains from $r_{20}$ to $r_{39}$ and from $r_{0}$ to $r_{19}$. Latencies in these chains can be hidden if each chain is broken into four parallel carry chains; Algorithm 7 describes this structure of the modular reduction algorithm. Each of the carry operations in Algorithm 7 can be done using one shufb, one rotmi and one a instruction. Furthermore each of the two carry chains requires 8 masking instructions (bitwise and).

In total, a call to the multiplication function (including reduction) takes 444 cy cles, and a call to the squaring function takes 424 cycles. This includes 144 cycles for multiplication ( 124 cycles for squaring), 244 cycles for reduction and some more cy-

```
Algorithm 7 Structure of the modular reduction in \(\mathbb{F}_{2^{255}-19}\)
    Carry from \(r_{20}\) to \(r_{21}\), from \(r_{24}\) to \(r_{25}\), from \(r_{28}\) to \(r_{29}\) and from \(r_{32}\) to \(r_{33}\)
    Carry from \(r_{21}\) to \(r_{22}\), from \(r_{25}\) to \(r_{26}\), from \(r_{29}\) to \(r_{30}\) and from \(r_{33}\) to \(r_{34}\)
    Carry from \(r_{22}\) to \(r_{23}\), from \(r_{26}\) to \(r_{27}\), from \(r_{30}\) to \(r_{31}\) and from \(r_{34}\) to \(r_{35}\)
    Carry from \(r_{23}\) to \(r_{24}\), from \(r_{27}\) to \(r_{28}\), from \(r_{31}\) to \(r_{32}\) and from \(r_{35}\) to \(r_{36}\)
    Carry from \(r_{24}\) to \(r_{25}\), from \(r_{28}\) to \(r_{29}\), from \(r_{32}\) to \(r_{33}\) and from \(r_{36}\) to \(r_{37}\)
    Carry from \(r_{25}\) to \(r_{26}\), from \(r_{29}\) to \(r_{30}\), from \(r_{33}\) to \(r_{34}\) and from \(r_{37}\) to \(r_{38}\)
    Carry from \(r_{26}\) to \(r_{27}\), from \(r_{30}\) to \(r_{31}\), from \(r_{34}\) to \(r_{35}\) and from \(r_{38}\) to \(r_{39}\)
    Carry from \(r_{27}\) to \(r_{28}\), from \(r_{31}\) to \(r_{32}\) and from \(r_{35}\) to \(r_{36}\)
```

Add $19 r_{20}$ to $r_{0}$, add $19 r_{21}$ to $r_{1}$, add $19 r_{22}$ to $r_{2}$ and add $19 r_{23}$ to $r_{3}$ Add $19 r_{24}$ to $r_{4}$, add $19 r_{25}$ to $r_{5}$, add $19 r_{26}$ to $r_{6}$ and add $19 r_{27}$ to $r_{7}$ Add $19 r_{28}$ to $r_{8}$, add $19 r_{29}$ to $r_{9}$, add $19 r_{30}$ to $r_{10}$ and add $19 r_{31}$ to $r_{11}$ Add $19 r_{32}$ to $r_{12}$, add $19 r_{33}$ to $r_{13}$, add $19 r_{34}$ to $r_{14}$ and add $19 r_{35}$ to $r_{15}$ Add $19 r_{36}$ to $r_{16}$, add $19 r_{37}$ to $r_{17}$, add $19 r_{38}$ to $r_{18}$ and add $19 r_{39}$ to $r_{19}$

Carry from $r_{16}$ to $r_{17}$, from $r_{17}$ to $r_{18}$, from $r_{18}$ to $r_{19}$ and from $r_{19}$ to $r_{20}$ Add $19 r_{20}$ to $r_{0}$

Carry from $r_{0}$ to $r_{1}$, from $r_{4}$ to $r_{5}$, from $r_{8}$ to $r_{9}$ and from $r_{12}$ to $r_{13}$
Carry from $r_{1}$ to $r_{2}$, from $r_{5}$ to $r_{6}$, from $r_{9}$ to $r_{10}$ and from $r_{13}$ to $r_{14}$
Carry from $r_{2}$ to $r_{3}$, from $r_{6}$ to $r_{7}$, from $r_{10}$ to $r_{11}$ and from $r_{14}$ to $r_{15}$ Carry from $r_{3}$ to $r_{4}$, from $r_{7}$ to $r_{8}$, from $r_{11}$ to $r_{12}$ and from $r_{15}$ to $r_{16}$

Carry from $r_{4}$ to $r_{5}$, from $r_{8}$ to $r_{9}$, from $r_{12}$ to $r_{13}$ and from $r_{16}$ to $r_{17}$
Carry from $r_{5}$ to $r_{6}$, from $r_{9}$ to $r_{10}$, from $r_{13}$ to $r_{14}$ and from $r_{17}$ to $r_{18}$
Carry from $r_{6}$ to $r_{7}$, from $r_{10}$ to $r_{11}$, from $r_{14}$ to $r_{15}$ and from $r_{18}$ to $r_{19}$ Carry from $r_{7}$ to $r_{8}$, from $r_{11}$ to $r_{12}$ and from $r_{15}$ to $r_{16}$
cles to load input and store output. Furthermore the cost of a function call is included in these numbers.

### 4.2.3 Montgomery ladder step

The implementation of a Montgomery ladder step optimizes a fixed sequence of arithmetic instructions in $\mathbb{F}_{2^{255}-19}$ instead of single instructions. This makes it much easier to make efficient use of the SIMD instruction set.

The idea is to arrange the operations in $\mathbb{F}_{2^{255}-19}$ into blocks of 4 equal or similar instructions, "similar" meaning that multiplications and squarings can be grouped together and additions and subtractions can be grouped together as well. Then these operations can be carried out using the 4-way parallel SIMD instructions in the obvious way; for example for 4 multiplications $r=a \cdot b, s=c \cdot d, t=e \cdot f$ and $u=g \cdot h$ first produce register variables aceg 0 containing in its word elements $a_{0}, c_{0}, e_{0}, g_{0}$
and bdgh0 containing $b_{0}, d_{0}, e_{0}, g_{0}$ and so on. Then the first coefficient of $r, s, t$ and $u$ can be computed by applying the mpy instruction on aceg0 and bdfh0. All other result coefficients of $r, s, t$ and $u$ can be computed in a similar way using mpy and mpya instructions.

For this way of using the SIMD capabilities of CPUs [GGP09] introduced the term "digitslicing". This approach not only makes multiplication slightly faster (420 arithmetic instructions instead of 576 for 4 multiplications), it also makes it possible to vectorize modular reduction: The reduction algorithm described above can now be applied to 4 results in parallel, reducing the cost of a reduction by a factor of 4 .

Algorithm 8 describes how a Montgomery ladder step is divided into blocks of 4 similar operations. In this algorithm the computation of $Z_{P+Q}$ in the last step requires one multiplication and reduction which is carried out as described in the previous section. The computation of a ladder step again requires rearrangement of data in registers using the shufb instruction, but these pipeline-1 instructions can almost entirely be hidden by interleaving them with arithmetic pipeline-0 instructions.

One remark regarding subtractions occurring in this computation: As reduction expects all coefficients to be larger than zero, subtraction cannot simply compute the difference of each coefficient. To subtract $b$ from $a$ one must instead first add $2 p$ to $a$ and then subtract $b$. For blocks containing additions and subtractions in Algorithm 8 the additions are computed together with additions of $2 p$ the subtractions are performed in a separate step.

To minimize function-call overhead, also loop control for the Montgomery ladder is implemented in qhasm yielding one function for the whole Montgomery ladder. One call to this function involving 255 Montgomery ladder steps takes 582720 cycles.

```
Algorithm 8 Structure of a Montgomery ladder step (see Algorithm6) optimized for
4-way parallel computation
    function LADDERSTEP \(\left(x_{Q-P}, X_{P}, Z_{P}, X_{Q}, Z_{Q}\right)\)
        \(t_{1} \leftarrow X_{P}+Z_{P}\)
        \(t_{2} \leftarrow X_{P}-Z_{P}\)
        \(t_{3} \leftarrow X_{Q}+Z_{Q}\)
        \(t_{4} \leftarrow X_{Q}-Z_{Q}\)
        Reduce \(t_{1}, t_{2}, t_{3}, t_{4}\)
        \(t_{6} \leftarrow t_{1} \cdot t_{1}\)
        \(t_{7} \leftarrow t_{2} \cdot t_{2}\)
        \(t_{8} \leftarrow t_{4} \cdot t_{1}\)
        \(t_{9} \leftarrow t_{3} \cdot t_{2}\)
        Reduce \(t_{6}, t_{7}, t_{8}, t_{9}\)
        \(t_{10} \leftarrow((A+2) / 4) \cdot t_{6}\)
        \(t_{11} \leftarrow((A+2) / 4-1) \cdot t_{7}\)
        \(t_{5} \leftarrow t_{6}-t_{7}\)
        \(t_{4} \leftarrow t_{10}-t_{11}\)
        \(t_{1} \leftarrow t_{8}-t_{9}\)
        \(t_{0} \leftarrow t_{8}+t_{9}\)
        Reduce \(t_{5}, t_{4}, t_{1}, t_{0}\)
        \(Z_{[2] P} \leftarrow t_{5} \cdot t_{4}\)
\(X_{P+Q} \leftarrow t^{2}\)
        \(X_{[2] P} \leftarrow t_{6} \cdot t_{7}\)
        \(t_{2} \leftarrow t_{1} \cdot t_{1}\)
        Reduce \(Z_{[2] P}, X_{P+Q}, X_{[2] P}, t_{2}\)
        \(Z_{P+Q} \leftarrow x_{Q-P} \cdot t_{2}\)
        Reduce \(Z_{P+Q}\)
        return \(\left(X_{[2] P}, Z_{[2] P}, X_{P+Q}, Z_{P+Q}\right)\)
    end function
```


### 4.3 Performance results and comparison

The implementation described in this chapter is the first-and to date the only-high-speed implementation of ECC for the Cell Broadband Engine. There exists some literature describing related work but no high-speed implementation of ECC at a similar security level which would allow a direct comparison of the achieved speeds.

Bos in [Bos10] describes an implementation of parallel finite-field multiplication including multiplication in the field $\mathbb{F}_{2^{255}-19}$. For 8-way parallel digitsliced multiplication he achieves 180 cycles per multiplication, similar to the multiplication speed achieved in the 4 -way parallel multiplication inside a Montgomery ladder step described in Subsection 4.2.3.

A cluster of PlayStations has been used in [BKM09] to solve an ECDLP on a curve over a 112-bit prime field. A faster implementation to solve the same ECDLP targeting the same architecture is described in [BLS10]. These implementations cannot be compared to the implementation described in this chapter; not only are the field sizes smaller and the target function quite different, the cryptanalytical algorithms have a much higher level of parallelism and make it much easier to exploit the SIMD instruction set of the SPUs. However, the implementation presented in [BLS10] uses several ideas of the implementation described here.

Previous implementations of public-key cryptography for the Cell Broadband Engine include an implementation of RSA by Scott and Costigan [CS07]. The paper reports benchmarks for RSA with different key lengths; RSA signature generation with a 2048 bit key is reported to take 0.015636 s corresponding to $50,035,200$ cycles on one SPU. Note that although 2048-bit RSA has a significantly lower security level than the Curve25519 function, this is more than 7 times slower than the Curve25519 implementation described in this chapter.

The benchmark results of the Curve25519 implementation are obtained using the SUPERCOP benchmarking framework [BLa]. The software passes all tests of this toolkit showing compatibility to other Curve25519 implementations, in particular the reference implementation included in the toolkit. The computers used for benchmarking are described in Table 4.1.

For scalar-multiplication software, the SUPERCOP benchmarking suite measures two different cycle counts: The crypto_scalarmult benchmark measures cycles for a scalar multiplication of an arbitrary point; the crypto_scalarmult_base benchmark measures cycles needed for a scalar multiplication of a fixed base point. The software presented in this chapter does not contain a dedicated function for multiplication of a fixed base point; faster implementations using precomputed multiples of the base point would be useful in applications that frequently call the function crypto_scalarmult_base. Two further benchmarks measure the Curve25519 software in the context of Diffie-Hellman key exchange: The crypto_dh_keypair benchmark measures the number of cycles to generate a key pair consisting of a secret and a public key. In addition to the scalar multiplication in the Curve25519 function this requires generating a random scalar. The crypto_dh benchmark measures cycles to compute a joint key, given a secret and a public key. The results of all benchmarks are given in Table 4.2.

Table 4.1: Machines used for benchmarking the Curve25519 implementation for Cell processors

| hex01 |  |  |  |
| :--- | :--- | :--- | :---: |
| Affiliation | RWTH Aachen University |  |  |
| CPU | Cell Broadband Engine rev 5.1, 3200 MHz |  |  |
| Compilers | gcc <br> spu-gcc | gcc (GCC) 4.1.2 20070925 (Red Hat 4.1.2-27) <br> spu-gcc (GCC) 4.1.1 |  |
| s1c1b2 |  |  |  |
| Affiliation | Barcelona Supercomputing Center |  |  |
| CPU | PowerXCell 8i (Cell Broadband Engine rev. 48), 3200 MHz |  |  |
| Compilers | gcc <br> gcc34 <br> gcc43 <br> spu-gcc | gcc (GCC) 4.1.2 20080704 (Red Hat 4.1.2-44) <br> gcc34 (GCC) 3.4.6 20060404 (Red Hat 3.4.6-4) <br> gcc43 (GCC) 4.3.2 20081007 (Red Hat 4.3.2-7) <br> spu-gcc (GCC) 4.1.1 |  |
|  |  |  |  |
| stan |  |  |  |
| Affiliation | Peter Schwabe |  |  |
| CPU | Cell Broadband Engine (rev 5.1), 3192 MHz |  |  |
| Compilers | gcc <br> spu-gcc | gcc (GCC) 4.4.4 20100630 (Red Hat 4.4.4-10) <br> spu-gcc (GCC) 4.1.1 |  |

Table 4.2: Cycle counts of the Curve 25519 software on different machines

| SUPERCOP benchmark | hex01 | node001 | stan |
| :--- | :---: | :---: | :---: |
| crypto_scalarmult | $697440^{a}$ | $696240^{c}$ | $695640^{d}$ |
| crypto_scalarmult_base | $697440^{a}$ | $696240^{c}$ | $695720^{d}$ |
| crypto_dh_keypair | $720240^{b}$ | $716280^{a}$ | $720880^{e}$ |
| crypto_dh | $696960^{b}$ | $696240^{a}$ | $696760^{e}$ |

${ }^{a}$ Compiled with spu-gcc -funroll-loops -mstdmain -march=cell -O3
-fomit-frame-pointer -Drandom=rand -Dsrandom=srand
${ }^{b}$ Compiled with spu-gcc -mstdmain -march=cell -O3 -fomit-frame-pointer -Drandom=rand -Dsrandom=srand
${ }^{c}$ Compiled with spu-gcc -funroll-loops -mstdmain -march=celledp -O2 -fomit-frame-pointer -Drandom=rand -Dsrandom=srand
${ }^{d}$ Compiled with spu-gcc -funroll-loops -mstdmain -march=cell -O -fomit-frame-pointer -Drandom=rand -Dsrandom=srand
${ }^{e}$ Compiled with spu-gcc -mstdmain -march=cell -Os -fomit-frame-pointer - Drandom $=$ rand - Dsrandom $=$ srand


## Pairing computation on AMD64 processors

Cryptographic pairings are a building block used for various cryptographic protocols, for example short-signature schemes [BLS01, BLS04], identity-based encryption schemes [BF01, BF03], searchable cryptography [BCOP04], and non-interactive zero-knowledge proofs [GS08]. Cryptographic pairings in practice are based on arithmetic on elliptic curves. Making pairings secure and efficiently computable requires very special elliptic curves, so called pairing-friendly curves.

This chapter describes an implementation of a cryptographic pairing on a BarretoNaehrig curve for AMD64 processors. The implementation is more than two times faster than all previously published implementations. It is furthermore the first implementation that exploits the special structure of the underlying field for faster arithmetic in software. However, a followup implementation by Beuchat et al. achieved even higher speeds for a cryptographic pairing over a Barreto-Naehrig curve at a similar security level in [ $\left.\mathrm{BGM}^{+} 10\right]$.

Section 5.1 gives a short general background on cryptographic pairings. Section 5.2 gives mathematical and algorithmic details of the optimal ate pairing over Barreto-Naehrig curves used for the implementation. The description of implementation details is split into three sections: Section 5.3 describes high-level optimizations and algorithms used for pairing computation, Section 5.4 explains the representation of elements of the underlying finite field and Section 5.5 details how field-arithmetic operations are implemented on assembly level. Section 5.6 gives performance results and a comparison with previous implementations. Furthermore it analyzes why the followup implementation in $\left[\mathrm{BGM}^{+} 10\right]$ achieved even higher speeds.

This chapter is based on joint work with Naehrig and Niederhagen published in [NNS10]. Aside from some minor changes to notation and phrasing the main differences between the content of this chapter and [NNS10] are the following:

- [NNS10] contains an error in the choice of the elliptic curve. This error is corrected here and in online versions (since version 2010-07-14) of the paper.
- Several aspects of the implementation improved since [NNS10] was published, these improvements are described here, the benchmarks in Section 5.6 are updated accordingly;
- this chapter has a different introduction, the comparison to previous work is contained in Section5.6,
- the general background on cryptographic pairings in Section 5.1 is not contained in [NNS10], it is using material from the introduction of [NNS10] and of [KZS $\left.{ }^{+} 09\right]$.
- Section 5.6 gives a detailed comparison with the implementation presented in [ $\left.\mathrm{BGM}^{+} 10\right]$, this comparison is not contained in [NNS10].

Parts of earlier versions of the software presented here were also used in [NBS08] and $\left[\mathrm{KZS}^{+} 09\right]$.

### 5.1 Background on cryptographic pairings

This section only gives a short introduction to cryptographic pairings. For a much more comprehensive introduction see for example [BSS05, chapter IX] or [Nae09, Chapter 1].

For three groups $G_{1}, G_{2}$ (written additively) and $G_{3}$ (written multiplicatively) of prime order $r$ a cryptographic pairing is a map $e: G_{1} \times G_{2} \rightarrow G_{3}$ with the following properties:

- bilinearity:

$$
e(m P, Q)=e(P, m Q)=e(P, Q)^{m} \text { for } m \in \mathbb{Z}
$$

- non-degeneracy:
there exist $P \in G_{1}$ and $Q \in G_{2}$ such that $e(P, Q) \neq 1$;
- computability:
there exists an efficient algorithm to compute $e(P, Q)$ given $P$ and $Q$.
In practice, cryptographic pairings are usually constructed as follows: Let $E$ be an elliptic curve defined over a finite field $\mathbb{F}_{q}$. Let $r$ be a prime dividing the group order $\# E\left(\mathbb{F}_{q}\right)=n$ and let $k$ be the smallest integer such that $r \mid q^{k}-1$. The integer $k$ is called the embedding degree of $E$ with respect to $r$.

Let $P_{0} \in E\left(\mathbb{F}_{q}\right)$ and $Q_{0} \in E\left(\mathbb{F}_{q^{k}}\right)$ be points of order $r$ such that $Q_{0} \notin\left\langle P_{0}\right\rangle$. Let $\mathscr{O} \in E\left(\mathbb{F}_{q}\right)$ denote the neutral element of the group operation on $E$. Define $G_{1}=\left\langle P_{0}\right\rangle$ and $G_{2}=\left\langle Q_{0}\right\rangle$. Let $G_{3}=\mu_{r}$ be the group of $r$-th roots of unity in $\mathbb{F}_{q^{k}}^{*}$.

For $i \in \mathbb{Z}$ and $P \in E$ a Miller function [Mil86a, Mil04] is an element $f_{i, P}$ of the function field of $E$ such that the divisor of $f_{i, P}$ is

$$
\operatorname{div}\left(f_{i, P}\right)=i(P)-([i] P)-(i-1) \mathscr{O},
$$

where [ $m$ ] denotes the multiplication-by-m map on $E$. The reduced Tate pairing $\tau$ is defined in terms of Miller functions as

$$
\tau: G_{1} \times G_{2} \rightarrow \mu_{r} ; \quad(P, Q) \mapsto f_{r, P}(Q)^{\left(q^{k}-1\right) / r}
$$

Several variants of the Tate pairing have been proposed such as the eta, ate and twisted ate pairings [BGOS07, HSV06], the R-ate [LLP09] and optimal ate pairings [Ver10] (see also [Bar10]), often increasing computational efficiency over that of their predecessors. Some of these variants, including the optimal ate pairings, require switching the arguments.

Pairing-based protocols involve elliptic-curve groups as well as subgroups of the multiplicative group of a finite field. All pairing-based protocols require that the discrete-logarithm problem (DLP) is hard in all groups. The hardness of the DLP and efficiency of arithmetic in $\mathbb{F}_{q^{k}}^{*}$ highly depend on the embedding degree $k$ and consequently several methods have been proposed to construct cryptographically secure pairing-friendly curves with predefined embedding degree [FST10]. At the 128-bit security level, the best choice for a pairing-friendly curve is a Barreto-Naehrig curve (BN curve) [BN06] over a prime field $\mathbb{F}_{p}$ of size roughly 256 bits with embedding degree $k=12$; for details on Barreto-Naehrig curves also see [Nae09, Chapter 2]. According to [ $\mathrm{BBB}^{+}$07] such a curve achieves 128 bits of security, according to [ECR09] only 124 bits.

### 5.2 An optimal ate pairing on Barreto-Naehrig curves

For a BN curve, the most efficient pairings are the R-ate pairing [LLP09] and optimal ate pairings [Ver10]. This section provides basic background and notation for BN curves, and describes the algorithm for the optimal ate pairing that is used in the implementation.

Let $u$ be an integer such that

$$
\begin{aligned}
& p=p(u)=36 u^{4}+36 u^{3}+24 u^{2}+6 u+1, \text { and } \\
& n=n(u)=36 u^{4}+36 u^{3}+18 u^{2}+6 u+1,
\end{aligned}
$$

are both prime. An elliptic curve $E$ over $\mathbb{F}_{p}$ with $\left|E\left(\mathbb{F}_{p}\right)\right|=n$ is called a BarretoNaehrig curve (BN curve). According to [Nae09, Theorem 2.2] such a curve exists, has the form $E: y^{2}=x^{3}+b$, and embedding degree $k=12$ with respect to $n$.

Let $\phi_{p}$ be the $p$-power Frobenius endomorphism on $E$ and $E[n]$ the $n$-torsion subgroup of $E$. Define

$$
\begin{aligned}
& G_{1}=E[n] \cap \operatorname{ker}\left(\phi_{p}-[1]\right)=E\left(\mathbb{F}_{p}\right), \\
& G_{2}=E[n] \cap \operatorname{ker}\left(\phi_{p}-[p]\right) \subseteq E\left(\mathbb{F}_{p^{12}}\right)[n], \text { and } \\
& G_{3}=\mu_{n},
\end{aligned}
$$

where $\mu_{n} \subset \mathbb{F}_{p^{12}}^{*}$ is the group of $n$-th roots of unity.
An optimal ate pairing on $E$ is given in [Ver10] as

$$
a_{\mathrm{opt}}: G_{2} \times G_{1} \rightarrow G_{3},(Q, P) \mapsto\left(f_{6 u+2, Q}(P) \cdot g_{6 u+2, Q}(P)\right)^{\left(p^{12}-1\right) / n}
$$

where $g_{6 u+2, Q}(P)=l_{Q_{3},-Q_{2}}(P) \cdot l_{-Q_{2}+Q_{3}, Q_{1}}(P) \cdot l_{Q_{1}-Q_{2}+Q_{3},[6 u+2] Q}(P)$ with $Q_{1}=\phi_{p}(Q)$, $Q_{2}=\phi_{p}^{2}(Q)$, and $Q_{3}=\phi_{p}^{3}(Q)$. The value $l_{R, S}(P) \in \mathbb{F}_{p^{12}}$ is the function of the line through the points $R$ and $S$ on the curve, evaluated at $P$.

There is no need to compute $Q_{3}$. Instead, $g_{6 u+2, Q}(P)$ can be replaced by

$$
h_{6 u+2, Q}(P)=l_{[6 u+2] Q, Q_{1}}(P) \cdot l_{[6 u+2] Q+Q_{1},-Q_{2}}(P) .
$$

The reason for this is that for BN curves $Q_{1}-Q_{2}+Q_{3}+[6 u+2] Q=\mathscr{O}$, which can be easily derived from [Nae09, Lemma 2.17]. By writing down the divisors of the functions $g_{6 u+2, Q}$ and $h_{6 u+2, Q}$, it can be seen that they differ only by vertical line functions. When evaluated at $P$, such line functions produce values in proper subfields of $\mathbb{F}_{p^{12}}$ that are mapped to 1 when raised to the power of $\left(p^{12}-1\right) / n$.

```
Algorithm 9 Optimal ate pairing on BN curves for \(u>0\)
Input: \(P \in G_{1}, Q \in G_{2}, m_{\text {opt }}=6 u+2=\left(1, m_{s-1}, \ldots, m_{0}\right)_{\mathrm{NAF}}, m_{i} \in\{-1,0,1\}\).
Output: \(a_{\text {opt }}(Q, P)\).
    \(R \leftarrow Q, f \leftarrow 1\)
    for \(i \leftarrow s-1\) downto 0 do
        \(f \leftarrow f^{2} \cdot l_{R, R}(P), R \leftarrow[2] R\)
        if \(\left(m_{i}=-1\right)\) then
            \(f \leftarrow f \cdot l_{R,-Q}(P), R \leftarrow R-Q\)
        else if \(\left(m_{i}=1\right)\) then
                \(f \leftarrow f \cdot l_{R, Q}(P), R \leftarrow R+Q\)
        end if
    end for
    \(Q_{1}=\phi_{p}(Q), Q_{2}=\phi_{p^{2}}(Q)\)
    \(f \leftarrow f \cdot l_{R, Q_{1}}(P), R \leftarrow R+Q_{1}\)
    \(f \leftarrow f \cdot l_{R,-Q_{2}}(P), R \leftarrow R-Q_{2}\)
    \(f \leftarrow f^{p^{6}-1}\)
    \(f \leftarrow f^{p^{2}+1}\)
    \(f \leftarrow f^{\left(p^{4}-p^{2}+1\right) / n}\)
    return \(f\)
```

Algorithm 9 shows how $a_{\text {opt }}(Q, P)$ can be computed in the case $u>0$ and when $m_{\text {opt }}$ is given in non-adjacent form (NAF). Lines 2 to 9 are called the Miller loop; it contains doubling steps in Line 3 and addition steps in Lines 5 and 7 . The result of the Miller loop is multiplied by $h_{6 u+2, Q}(P)$ through two additions steps in Lines 10 to 12 . Lines 13 to 15 together carry out the final exponentiation to the power $\left(p^{12}-1\right) / n$, where Lines 13 and 14 comprise the so-called easy part of the exponentiation. This easy part can be done by one application of the $p^{6}$-power Frobenius automorphism on $\mathbb{F}_{p^{12}}$, one application of the $p^{2}$-Frobenius automorphism, a single inversion and two multiplications in $\mathbb{F}_{p^{12}}$. Line 15 represents the hard part of the final exponentiation.

As usual [BN06, HSV06, DSD07], points in $G_{2}$ are represented by points on the sextic twist $E^{\prime}: y^{2}=x^{3}+b / \xi$ defined over $\mathbb{F}_{p^{2}}$ using the twist isomorphism $\psi: E^{\prime} \rightarrow$ $E,\left(x^{\prime}, y^{\prime}\right) \mapsto\left(\omega^{2} x^{\prime}, \omega^{3} y^{\prime}\right)$. The element $\xi \in \mathbb{F}_{p^{2}}$ (neither a cube nor a square in $\mathbb{F}_{p^{2}}$ ) is chosen such that the twist has the right order, i.e. it holds $n \mid \# E^{\prime}\left(\mathbb{F}_{p^{2}}\right)$. The field $\mathbb{F}_{p^{12}}$ is generated over $\mathbb{F}_{p^{2}}$ by $\omega$ via the irreducible polynomial $X^{6}-\xi$, i.e. $\omega^{6}=\xi$.

The map $\psi$ induces a group isomorphism between $G_{2}^{\prime}=E^{\prime}\left(\mathbb{F}_{p^{2}}\right)[n]$ and $G_{2}$. So, all points $R \in G_{2}$ should be seen as being represented by a corresponding point $R^{\prime} \in G_{2}^{\prime}$, i.e. $R=\psi\left(R^{\prime}\right)$. All curve arithmetic is done on the twist and intermediate results can be kept in their representation on $E^{\prime}$. This means that all curve arithmetic requires $\mathbb{F}_{p^{2}}$-arithmetic only. Arithmetic in $\mathbb{F}_{p^{12}}$ is also based on arithmetic in $\mathbb{F}_{p^{2}}$. Overall, there are no $\mathbb{F}_{p}$ computations in the optimal-ate pairing algorithm other than those involved in $\mathbb{F}_{p^{2}}$ computations. Thus an improvement of $\mathbb{F}_{p^{2}}$-arithmeticeven without improving $\mathbb{F}_{p}$-arithmetic-leads to an improvement of all parts of the computation.

### 5.3 High-level techniques

This section describes the high-level structure of the implementation, which uses state-of-the-art optimization techniques from the literature. The focus is on the construction of the higher-degree field extensions such as $\mathbb{F}_{p^{6}}$ and $\mathbb{F}_{p^{12}}$, the Miller loop to compute $f_{6 u+2, Q}(P)$, the function value $h_{6 u+2, Q}(P)$ and the structure of the final exponentiation.

The construction of field extensions and the efficiency of the optimal ate pairing depend on the chosen curve parameters. Since the representation of elements in $\mathbb{F}_{p}$ described in Section 5.4 needs the parameter $u$ to be a third power $u=v^{3}$, the choice of a curve is strongly restricted. Field multiplications and squarings in $\mathbb{F}_{p^{12}}$ are very expensive, so another important condition on $u$ is that the NAF representation of $6 u+2$ should have as few non-zero entries as possible, to save as many addition steps during the Miller loop as possible.

The specific choice here is $u=v^{3}$ with $v=1868033$. This value provides a low NAF weight for $6 u+2$ together with a good addition-subtraction chain for $u$-th powering for use in the final exponentiation.

### 5.3.1 Field extensions

The above choice for $u$ implies $p \equiv 3(\bmod 4)$ which means that the field extension $\mathbb{F}_{p^{2}}$ can be constructed as $\mathbb{F}_{p^{2}}=\mathbb{F}_{p}(i)$, where $i^{2}=-1$. The value $\xi$ to construct the twist and higher-degree extensions is $\xi=i+3$.

On top of the quadratic extension the field $\mathbb{F}_{p^{12}}$ is built as a tower, first $\mathbb{F}_{p^{6}}=$ $\mathbb{F}_{p^{2}}(\tau)$ with $\tau^{3}=\xi$ and then $\mathbb{F}_{p^{12}}=\mathbb{F}_{p^{6}}(\omega)$ with $\omega^{2}=\tau$. This is the same construction as in [DSD07] and the implementation of the extension-field arithmetic follows [DSD07].

### 5.3.2 Miller loop

The value $6 u+2$ determines the number of doubling and addition steps in the Miller loop of the optimal ate pairing. The number of doubling steps is 65 . The NAF weight of $6 u+2$ is 19 , so there are 18 addition steps. Throughout the pairing computation points in $G_{2}$ are represented as elements of $G_{2}^{\prime}$ in Jacobian coordinates. In particular, for the doubling and addition steps, the implementation uses the formulas given by Arène et al. in [ALNR09]. The points in $G_{1}$, at which line functions are evaluated, are kept in affine coordinates.

The multiplication of the intermediate variable $f$ with the line-function value in the Miller loop is done via a special multiplication function exploiting the fact that line-function values are sparse elements of $\mathbb{F}_{p^{12}}$, where only half of the coefficients over $\mathbb{F}_{p^{2}}$ are different from zero.

After the Miller loop, the points $Q_{1}$ and $Q_{2}$ are computed by applying the $p$ power and the $p^{2}$-power Frobenius endomorphisms. Two final addition steps, with $Q_{1}$ and $-Q_{2}$, respectively, multiply the result of the Miller loop by the function value $h_{6 u+2, Q}(P)$.

### 5.3.3 Final exponentiation

The final exponentiation is done as indicated in Lines 13 to 15 of Algorithm 9 It is divided into the easy part (Lines 13, 14) and the hard part (Line 15). The easy part has low computational costs compared to the hard part: Raising the element to the power $p^{6}-1$ is simply a conjugation in the extension $\mathbb{F}_{p^{12}} / \mathbb{F}_{p^{6}}$ and a single division in $\mathbb{F}_{p^{12}}$. The exponentiation by $p^{2}+1$ is done by applying the $p^{2}$-power Frobenius automorphism and one multiplication.

Note that after the easy part of the final exponentiation, the resulting element in $\mathbb{F}_{p^{12}}$ lies in the cyclotomic subgroup of $\mathbb{F}_{p^{12}}^{*}$, i.e. the subgroup of order $\Phi_{12}(p)=$ $p^{4}-p^{2}+1$, where $\Phi_{12}$ is the 12-th cyclotomic polynomial. Granger and Scott [GS10] showed how to exploit this fact to obtain very efficient squaring formulas for such elements; these formulas are used during the hard part of the final exponentiation. Furthermore, the inverse of an element in the cyclotomic subgroup can be computed by a conjugation over $\mathbb{F}_{p^{6}}$, which means that inversions are essentially for free.

The hard part of the final exponentiation uses the method proposed by Scott et al. in $\left[\mathrm{SBC}^{+} 09\right]$. The main advantage here is that the exponentiation is essentially
split into three exponentiations by the exponent $u=v^{3}$, each implemented as three exponentiations by $v$. The latter can be done with 21 special squarings and 4 multiplications in $\mathbb{F}_{p^{12}}$ using the addition-subtraction chain described in Algorithm 10. In the end, the final result is obtained by applying the Frobenius automorphism and by using the polynomial representation in $u$ of the fixed exponent $\left(p^{4}-p^{2}+1\right) / n$.

```
Algorithm 10 Exponentiation by \(v=1868033\)
Input: \(a \in \mathbb{F}_{p^{12}}\).
Output: \(a^{v}\).
    \(t_{0} \leftarrow a^{8}\)
    \(t_{1} \leftarrow t_{0}^{8}\)
    \(t_{2} \leftarrow t_{0}^{-1}\)
    \(t_{2} \leftarrow t_{2} \cdot a\)
    \(t_{2} \leftarrow t_{2} \cdot t_{1}\)
    \(t_{2} \leftarrow t_{2}^{128}\)
    \(t_{2} \leftarrow t_{2} \cdot a\)
    \(t_{2} \leftarrow t_{2}^{256}\)
    \(t_{2} \leftarrow t_{2} \cdot a\)
    return \(t_{2}\)
```


### 5.4 Mid-level techniques: arithmetic in $\mathbb{F}_{p^{2}}$ and $\mathbb{F}_{p}$

This section explains the new approach for representing integers modulo $p$ where $p$ is given by the BN polynomial $36 u^{4}+36 u^{3}+24 u^{2}+6 u+1$. An integer mod $p$ is split into 12 coefficients each of which will be stored in a double-precision floating-point variable in the software implementation. This representation is similar to and inspired by the representation used in Bernstein's implementation of Curve25519 [Ber06],

### 5.4.1 Representing base field elements

Elements in the base field $\mathbb{F}_{p}$ are integers modulo the prime $p=36 u^{4}+36 u^{3}+$ $24 u^{2}+6 u+1$ for some $u \in \mathbb{Z}$. The technique in this section does not depend on the specific fixed value for $u$ used in the implementation. The only requirement is that there exists an integer $v \in \mathbb{Z}$ with $u=v^{3}$. Furthermore, let $\delta=\sqrt[6]{6}$, so that $(\delta v x)^{3}=\sqrt{6} u x^{3}$.

Integers are represented by polynomials in the ring

$$
R=\mathbb{Z}[x] \cap \overline{\mathbb{Z}}[\delta v x],
$$

where $\overline{\mathbb{Z}}$ denotes the ring of algebraic integers in $\mathbb{C}$. Note that the ring homomorphism $R \mapsto \mathbb{Z}, F \mapsto f=F(1)$ is surjective and an integer $f$ may be represented by any $F$ in the preimage of $f$ under the above map. The product of two integers can
be computed by multiplying the corresponding polynomials in $R$ and evaluating the product at 1 .

Since $\delta$ is an algebraic integer, the polynomial

$$
\begin{aligned}
P & =36 u^{4} x^{12}+36 u^{3} x^{9}+24 u^{2} x^{6}+6 u x^{3}+1 \\
& =(\delta v x)^{12}+\delta^{3}(\delta v x)^{9}+4(\delta v x)^{6}+\delta^{3}(\delta v x)^{3}+1
\end{aligned}
$$

is an element of $R$ representing the prime $p$.
Let $\alpha=\delta v x$. Any integer $f$ with $\lceil-p / 2\rceil \leq f \leq\lfloor p / 2\rfloor$ can be represented by a polynomial $F \in R$ with $F(1)=f$ of the following form:

$$
\begin{aligned}
F= & f_{0}+f_{1} \delta^{5} \alpha+f_{2} \delta^{4} \alpha^{2}+f_{3} \delta^{3} \alpha^{3}+f_{4} \delta^{2} \alpha^{4}+f_{5} \delta \alpha^{5} \\
& +f_{6} \alpha^{6}+f_{7} \delta^{5} \alpha^{7}+f_{8} \delta^{4} \alpha^{8}+f_{9} \delta^{3} \alpha^{9}+f_{10} \delta^{2} \alpha^{10}+f_{11} \delta \alpha^{11} \\
= & f_{0}+f_{1} \cdot 6(v x)+f_{2} \cdot 6(v x)^{2}+f_{3} \cdot 6(v x)^{3}+f_{4} \cdot 6(v x)^{4} \\
& +f_{5} \cdot 6(v x)^{5}+f_{6} \cdot 6(v x)^{6}+f_{7} \cdot 36(v x)^{7}+f_{8} \cdot 36(v x)^{8} \\
& +f_{9} \cdot 36(v x)^{9}+f_{10} \cdot 36(v x)^{10}+f_{11} \cdot 36(v x)^{11},
\end{aligned}
$$

where $f_{1}, f_{2}, f_{3}, f_{4}, f_{5}, f_{7}, f_{8}, f_{9}, f_{10}, f_{11} \in[-|v / 2|,|v / 2|)$ and $f_{0}, f_{6} \in[-|3 v|,|3 v|)$. The integer $f$ corresponds to the vector of coefficients $\left(f_{0}, f_{1}, \ldots, f_{11}\right)$ of $F$. Note that the implementation does not keep coefficients within above intervals at all times; the bounds on coefficients used in the implementation are explained in detail in Subsection 5.5.1.

### 5.4.2 Multiplication modulo $p$

Multiplication modulo $p$ in the new representation is done in two stages, first a polynomial multiplication of the two polynomials representing the integers and second a reduction step.

Let $f, g \in \mathbb{Z}$ be two integers with corresponding polynomials $F, G \in R$ and coefficient vectors $\left(f_{0}, f_{1}, \ldots, f_{11}\right)$ and ( $g_{0}, g_{1}, \ldots, g_{11}$ ). The product $H=F G$ then has coefficient vector ( $h_{0}, h_{1}, \ldots, h_{22}$ ) and has the form $H=h_{0}+h_{1} \delta^{5} \alpha+\cdots+h_{21} \delta^{3} \alpha^{21}+$ $h_{22} \delta^{2} \alpha^{22}$.

The reduction step uses the polynomial $P$ to obtain a polynomial of degree at most 11. Reducing polynomials modulo $P$ corresponds to reducing the corresponding integers modulo $p$. As $P=\alpha^{12}+\delta^{3} \alpha^{9}+4 \alpha^{6}+\delta^{3} \alpha^{3}+1$, the equation

$$
\alpha^{12}=-\delta^{3} \alpha^{9}-4 \alpha^{6}-\delta^{3} \alpha^{3}-1
$$

can be used to reduce the degree of $H$. The degree reduction is given in Algorithm 11 .
Polynomial multiplication and degree reduction make the coefficients grow in their absolute value. Whenever the coefficients get too large they have to be reduced by carrying from one coefficient to the next. Algorithm 12 describes how this coefficient reduction is done. After the reduction, it holds that

$$
h_{0}, h_{6} \in[-|3 v|,|3 v|), h_{1}, h_{3}, h_{4}, h_{7}, h_{9}, h_{10} \in[-|v / 2|,|v / 2|) .
$$

```
Algorithm 11 Degree reduction after polynomial multiplication
Input: Coefficient vector \(\left(h_{0}, h_{1}, \ldots, h_{22}\right) \in \mathbb{Z}^{23}\) of \(H \in R\) with \(H(1) \equiv h(\bmod p)\).
Output: Reduced coefficient vector \(\left(h_{0}^{\prime}, h_{1}^{\prime}, \ldots, h_{11}^{\prime}\right)\) of \(H^{\prime}\) with \(H^{\prime}(1) \equiv h(\bmod p)\).
    \(h_{0}^{\prime} \leftarrow h_{0}-h_{12}+6 h_{15}-2 h_{18}-6 h_{21}\)
    \(h_{1}^{\prime} \leftarrow h_{1}-h_{13}+h_{16}-2 h_{19}-h_{22}\)
    \(h_{2}^{\prime} \leftarrow h_{2}-h_{14}+h_{17}-2 h_{20}\)
    \(h_{3}^{\prime} \leftarrow h_{3}-h_{12}+5 h_{15}-h_{18}-8 h_{21}\)
    \(h_{4}^{\prime} \leftarrow h_{4}-6 h_{13}+5 h_{16}-6 h_{19}-8 h_{22}\)
    \(h_{5}^{\prime} \leftarrow h_{5}-6 h_{14}+5 h_{17}-6 h_{20}\)
    \(h_{6}^{\prime} \leftarrow h_{6}-4 h_{12}+18 h_{15}-3 h_{18}-30 h_{21}\)
    \(h_{7}^{\prime} \leftarrow h_{7}-4 h_{13}+3 h_{16}-3 h_{19}-5 h_{22}\)
    \(h_{8}^{\prime} \leftarrow h_{8}-4 h_{14}+3 h_{17}-3 h_{20}\)
    \(h_{9}^{\prime} \leftarrow h_{9}-h_{12}+2 h_{15}+h_{18}-9 h_{21}\)
    \(h_{10}^{\prime} \leftarrow h_{10}-6 h_{13}+2 h_{16}+6 h_{19}-9 h_{22}\)
    \(h_{11}^{\prime} \leftarrow h_{11}-6 h_{14}+2 h_{17}+6 h_{20}\)
    return \(\left(h_{0}^{\prime}, h_{1}^{\prime}, \ldots, h_{11}^{\prime}\right)\).
```

For arbitrary inputs Algorithm 11 does not guarantee any bounds on the coefficients $h_{2}, h_{5}, h_{8}, h_{11}$. For inputs with coefficients in the range that the implementation allows (see Subsection 5.5 .1 ) the absolute value of $h_{2}, h_{5}, h_{8}, h_{11}$ is only slightly larger than $v / 2$ after the coefficient reduction. The function rnd in Algorithm 12 denotes rounding to the nearest integer.

### 5.5 Low-level techniques: using SIMD floating-point arithmetic

Implementations of large-integer arithmetic on 64-bit processors usually decompose a large integer into limbs of 64 bits. Arithmetic is then performed using fast 64-bit integer-multiply and -add instructions [gmp, Sha, GT07]. This implementation does not make use of these instructions but is instead based on double-precision floatingpoint arithmetic. Many modern processors including all processors implementing the AMD64 architecture have very fast floating-point units. This is due to the fact that the performance of many applications such as image and video processing relies on fast floating-point arithmetic rather than integer processing and that many CPU benchmarks focus on the speed of floating-point operations.

It has been shown before that one can use these fast floating-point units for highspeed cryptography and for arithmetic on large integers, see for example Bernstein in [Ber06] and [Ber04b]. In contrast to the implementation in [Ber06] which uses 80 -bit floating-point values (with a 64-bit mantissa), this implementation uses 64bit floating-point values (with a 53-bit mantissa). This makes it possible to use the single-instruction multiple-data (SIMD) instructions of the SSE2 and SSE3 instruction set operating on double-precision (64-bit) floating-point values.

```
Algorithm 12 Coefficient reduction
Input: Coefficient vector \(\left(h_{0}, h_{1}, \ldots, h_{11}\right) \in \mathbb{Z}^{12}\) of \(H \in R\) with \(H(1) \equiv h(\bmod p)\).
Output: Reduced coefficient vector \(\left(h_{0}^{\prime}, h_{1}^{\prime}, \ldots, h_{11}^{\prime}\right)\) of \(H^{\prime}\) with \(H^{\prime}(1) \equiv h(\bmod p)\).
    \(r \leftarrow \operatorname{rnd}\left(h_{1} / v\right), h_{1} \leftarrow h_{1}-r v, h_{2} \leftarrow h_{2}+r\)
    \(r \leftarrow \operatorname{rnd}\left(h_{4} / v\right), h_{4} \leftarrow h_{4}-r v, h_{5} \leftarrow h_{5}+r\)
    \(r \leftarrow \operatorname{rnd}\left(h_{7} / v\right), h_{7} \leftarrow h_{7}-r v, h_{8} \leftarrow h_{8}+r\)
    \(r \leftarrow \operatorname{rnd}\left(h_{10} / v\right), h_{10} \leftarrow h_{10}-r v, h_{11} \leftarrow h_{11}+r\)
    \(r \leftarrow \operatorname{rnd}\left(h_{2} / v\right), h_{2} \leftarrow h_{2}-r v, h_{3} \leftarrow h_{3}+r\)
    \(r \leftarrow \operatorname{rnd}\left(h_{5} / v\right), h_{5} \leftarrow h_{5}-r v, h_{6} \leftarrow h_{6}+r\)
    \(r \leftarrow \operatorname{rnd}\left(h_{8} / v\right), h_{8} \leftarrow h_{8}-r v, h_{9} \leftarrow h_{9}+r\)
    \(r \leftarrow \operatorname{rnd}\left(h_{11} / v\right), h_{11} \leftarrow h_{11}-r v\)
    \(h_{9} \leftarrow h_{9}-r\)
    \(h_{6} \leftarrow h_{6}-4 r\)
    \(h_{3} \leftarrow h_{3}-r\)
    \(h_{0} \leftarrow h_{0}-r\)
    \(r \leftarrow \operatorname{rnd}\left(h_{0} /(6 v)\right), h_{0} \leftarrow h_{0}-r \cdot 6 v, h_{1} \leftarrow h_{1}+r\)
    \(r \leftarrow \operatorname{rnd}\left(h_{3} / v\right), h_{3} \leftarrow h_{3}-r v, h_{4} \leftarrow h_{4}+r\)
    \(r \leftarrow \operatorname{rnd}\left(h_{6} /(6 v)\right), h_{6} \leftarrow h_{6}-r \cdot 6 v, h_{7} \leftarrow h_{7}+r\)
    \(r \leftarrow \operatorname{rnd}\left(h_{9} / v\right), h_{9} \leftarrow h_{9}-r v, h_{10} \leftarrow h_{10}+r\)
    \(r \leftarrow \operatorname{rnd}\left(h_{1} / v\right), h_{1} \leftarrow h_{1}-r v, h_{2} \leftarrow h_{2}+r\)
    \(r \leftarrow \operatorname{rnd}\left(h_{4} / v\right), h_{4} \leftarrow h_{4}-r v, h_{5} \leftarrow h_{5}+r\)
    \(r \leftarrow \operatorname{rnd}\left(h_{7} / v\right), h_{7} \leftarrow h_{7}-r v, h_{8} \leftarrow h_{8}+r\)
    \(r \leftarrow \operatorname{rnd}\left(h_{10} / v\right), h_{10} \leftarrow h_{10}-r v, h_{11} \leftarrow h_{11}+r\)
    return ( \(h_{0}^{\prime}, h_{1}^{\prime}, \ldots, h_{11}^{\prime}\) ).
```

These instructions perform two double-precision floating-point operations at once on two independent inputs laid out in 128-bit vector registers called XMM registers. The AMD64 architecture defines 16 architectural XMM registers. For example the instruction addpd $\%$ xmm1, \%xmm2 takes the low 64 bits from register $\%$ xmm1 and the low 64 bits of register $\%$ xmm2, adds them as double-precision floating-point values and stores the result in the low 64 bits of register $\% \mathrm{xmm} 2$; at the same time it takes the high 64 bits from register $\% \mathrm{xmm} 1$ and the high 64 bits of register $\% \mathrm{xmm} 2$, adds them as double-precision floating-point values and stores the result in the high 64 bits of register \%xmm2.

The most important SSE2 instructions for the implementation are the addpd and mulpd instructions. The Intel Core 2 processors (both $65-\mathrm{nm}$ and $45-\mathrm{nm}$ models) can dispatch up to one mulpd and one addpd instruction per cycle and thus execute 4 floating-point operations in one cycle. However, they can not execute 2 mulpd or 2 addpd instructions in the same cycle (see [Fog10a]). To arrange data in the XMM vector registers the implementation requires additional non-arithmetic instructions such as shufpd, unpckhpd and unpcklpd.

Note that all arithmetic instructions only have 2 operands, one of the inputs is overwritten by the output. This sometimes requires additional mov instructions to copy data to other registers or memory.

### 5.5.1 Avoiding overflows

The 64 bits of a double-precision floating-point value $f$ are split into 1 sign bit $s, 52$ mantissa bits $m_{1}, \ldots, m_{52}$ and 11 bits for the exponent $e$. The real number represented by these 64 bits is

$$
f=(-1)^{s} \cdot\left(1+\sum_{i=1}^{52} m_{i} 2^{-i}\right) 2^{e-1023}
$$

The value $f=0$ is encoded by $e=0$; note that this constitutes an exception to the above representation. The 53 -bit mantissa ( 52 mantissa bits and a leading implicit one bit) ensure that a double-precision floating-point value can represent integers in the interval $\left[-2^{53}+1,2^{53}-1\right]$. The result of an operation on two double-precision floating-point values is guaranteed to be exact if it is an integer in this interval; values outside this interval potentially yield an overflow.

To make sure that such overflows do not occur, it is not sufficient to simply run the code on some inputs and check whether it produces the correct results; the code must not produce overflows for any valid inputs. This is ensured by the implementation of all algorithms in the C++ programming language (not using SIMD instructions) and the replacement of the double data type by a self-written class CheckDouble to represent 64-bit floating-point values. This class performs all arithmetic operations on a member variable $d$ of type double. Furthermore it stores the "worst-case" absolute value in a member variable of type uint64_t which is updated with each operation. Before actually performing an operation it checks whether the worst-case result overflows; if it does, the program is aborted.

Updating $m$ is straight-forward: A multiplication of $\left(d_{1}, m_{1}\right)$ and $\left(d_{2}, m_{2}\right)$ yields $\left(d_{1} d_{2}, m_{1} m_{2}\right)$, adding $\left(d_{1}, m_{1}\right)$ and $\left(d_{2}, m_{2}\right)$ yields $\left(d_{1}+d_{2}, m_{1}+m_{2}\right)$, and subtracting $\left(d_{1}, m_{1}\right)$ from $\left(d_{2}, m_{2}\right)$ yields $\left(d_{2}-d_{1}, m_{1}+m_{2}\right)$. The only divisions are by the constants $v$ and $6 v$; for those divisions it is safe to set the result to $(d / v,\lceil|m / v|\rceil)$ or ( $d / 6 v,\lceil|m / 6 v|\rceil$ ) respectively. The remainder of a (rounding) division by $v$ is always between $-|v / 2|$ and $|v / 2|$; the maximal value of the remainder of a division by $v$ can thus be set to $|v / 2|$. Instead of using double-precision divisions the implementation uses multiplications with a double-precision approximation of $1 / v$. This can cause a rounding error, therefore the maximal absolute value of the remainder is set to $|(v+1) / 2|$. Analogously, the maximal absolute value of the remainder of a division by $6 v$ is set to $|3 v|+1$.

For all constants involved in the pairing computation the maximal value is initialized with the actual value. The inputs to the pairing are initialized as worst-case output of the reduction described in Algorithm 12.

The high-performance version of the software does not use the CheckDouble class but the double data type. All speed-critical functions in this version are implemented in qhasm (see Section 2.8) using SIMD instructions where possible. The operations on double-precision floating-point values in this qhasm implementation are the same as in the C++ version for which the CheckDouble class automatically verified that no overflows can occur. The resulting software has passed a bilinearity
and non-degeneracy test on 1,000,000 random inputs, each test involving 3 pairing computations.

### 5.5.2 Implementation of field arithmetic

The 12 coefficients $f_{0}, \ldots, f_{11}$ of a polynomial $F$ representing an element $f \in \mathbb{F}_{p}$ (see Section 5.4 are stored consecutively in a double array of size 12. The 24 coefficients $g_{0}, \ldots, g_{11}$ and $h_{0}, \ldots, h_{11}$ representing an element $(g i+h) \in \mathbb{F}_{p^{2}}=\mathbb{F}_{p}(i)$ are stored interleaved in a double array of size 24 as ( $h_{0}, g_{0}\left|h_{1}, g_{1}\right| \ldots \mid h_{11}, g_{11}$ ). In the following descriptions, all SIMD instructions operate on every two adjacent double values of this representation. Observe that the implementations do not minimize the number of instructions but try to minimize the number of cycles.
$\mathbb{F}_{p^{2}} \times \mathbb{F}_{p^{2}}$ multiplication. Multiplication of $a i+b$ and $c i+d$, laid out in memory as $o p_{1}=\left(b_{0}, a_{0}|\ldots| b_{11}, a_{11}\right)$ and $o p_{2}=\left(d_{0}, c_{0}|\ldots| d_{11}, c_{11}\right)$, is done as follows:
First swap the coefficients in $o p_{2}$ to obtain

$$
t_{1}=\left(c_{0}, d_{0}\left|c_{1}, d_{1}\right| \ldots \mid c_{11}, d_{11}\right) .
$$

Then duplicate once the lower and once the upper coefficients of $o p_{1}$ to obtain

$$
t_{2}=\left(a_{0}, a_{0}\left|a_{1}, a_{1}\right| \ldots \mid a_{11}, a_{11}\right)
$$

and

$$
t_{3}=\left(b_{0}, b_{0}\left|b_{1}, b_{1}\right| \ldots \mid b_{11}, b_{11}\right) .
$$

Multiply the low double values of $t_{2}$ by $i^{2}=-1$ and obtain

$$
t_{2}=\left(-a_{0}, a_{0}\left|-a_{1}, a_{1}\right| \ldots \mid-a_{11}, a_{11}\right)
$$

Then perform digitsliced multiplication of $t_{1}$ with $t_{2}$ and of $t_{3}$ with $o p_{2}$ to obtain

$$
r_{0}=\left(-(a c)_{0},(a d)_{0}|\ldots|-(a c)_{22},(a d)_{22}\right)
$$

and

$$
r_{1}=\left((b d)_{0},(b c)_{0}|\ldots|(b d)_{22},(b c)_{22}\right)
$$

Finally add $r_{0}$ to $r_{1}$ (merged with the digitsliced multiplications) and apply polynomial reduction (Algorithm 11) and coefficient reduction (Algorithm 12) to obtain interleaved coefficients of $(a i+b)(c i+d)=((a d+b c) i+(b d-a c))$.

The parallel digitsliced multiplication uses the schoolbook algorithm resulting in 144 multiplications (mulpd), 121 additions (addpd), and 10 more multiplications by 6 (mulpd). Experiments with Karatsuba multiplication did not show any performance gain.

Computing the rounded quotient and the remainder in the coefficient reduction could be done using multiplication by a double-precision approximation to $1 / v$, using the roundpd instruction on the result, multiplying by $v$ and subtracting the result from the original value to obtain the remainder. The roundpd instruction is part of
the SSE4.1 instruction set which is not available on 65 nm Core 2 processors and AMD processors. Therefore rounding is implemented as addition and subsequent subtraction of a constant as explained for example by Bernstein in [Ber04b, Theorem 2.4].
$\mathbb{F}_{p^{2}}$ squaring. Squaring an element $a i+b \in \mathbb{F}_{p^{2}}$, laid out in memory as $o p_{1}=$ ( $b_{0}, a_{0}|\ldots| b_{11}, a_{11}$ ) is done as follows:
First swap the coefficients to obtain

$$
t_{1}=\left(a_{0}, b_{0}|\ldots| a_{11}, b_{11}\right)
$$

then use the subsd instruction on $o p_{1}$ and $t_{1}$ to obtain

$$
o p_{1}=\left(b_{0}-a_{0}, a_{0}|\ldots| b_{11}-a_{11}, a_{11}\right)
$$

Then copy $t_{1}$ and duplicate the high double values to obtain

$$
t_{2}=\left(b_{0}, b_{0}|\ldots| b_{11}, b_{11}\right)
$$

Adding $t_{1}$ and $t_{2}$ yields

$$
t_{2}=\left(b_{0}+a_{0}, 2 b_{0}|\ldots| b_{11}+a_{11}, 2 b_{11}\right) .
$$

Now use digit-sliced multiplication on $o p_{1}$ and $t_{2}$ to obtain

$$
r=\left(((b-a)(a+b))_{0},(2 a b)_{0}|\ldots|((b-a)(a+b))_{22},(2 a b)_{22}\right) .
$$

Applying polynomial reduction and coefficient reduction yields the coefficients of the result $(2 a b) i+\left(b^{2}-a^{2}\right)$.
$\mathbb{F}_{p^{2}} \times \mathbb{F}_{p}$ multiplication. Evaluating the line functions requires multiplications of an element of $\mathbb{F}_{p^{2}}$ with an element of $\mathbb{F}_{p}$. This is implemented using the same parallel schoolbook multiplication which is used in the $\mathbb{F}_{p^{2}} \times \mathbb{F}_{p^{2}}$ multiplication. This requires first duplicating the coefficients of the $\mathbb{F}_{p}$ element in memory.
$\mathbb{F}_{p^{2}}$ short coefficient reduction. Additions, subtractions and multiplications with small constants in $\mathbb{F}_{p^{2}}$ can all be implemented using 12 SIMD instructions. They produce results which may have coefficients that are too large to go as input into a multiplication or squaring but are still so small that they do not require the fullfledged coefficient reduction from Algorithm 12 . The coefficients of such inputs to a multiplication or squaring are reduced in a short coefficient reduction as follows: first carry from coefficient $f_{11}$ to $f_{0}, f_{3}, f_{6}$ and $f_{9}$. Then carry from all odd coefficients $f_{1}, f_{3}, \ldots, f_{9}$ and then from all even coefficients $f_{0}, f_{2}, \ldots, f_{10}$.
$\mathbb{F}_{p^{12}}$ inversion. The final exponentiation involves one inversion in $\mathbb{F}_{p^{12}}$. This can be computed with only one inversion in $\mathbb{F}_{p}$ and several multiplications as described in, e.g., HMS08, Sec. 2]. Inversion in $\mathbb{F}_{p}$ is performed as exponentiation with $p-2$ using a simple square-and-multiply algorithm. There certainly exist faster methods to compute inverses in $\mathbb{F}_{p}$, but this is the easiest way to ensure constant-time behavior of the inversion and the single inversion in $\mathbb{F}_{p^{12}}$ accounts for less than 4 percent of the total computation time.

### 5.6 Performance results and comparison

This section gives benchmarking results of the most important operations used in the pairing on different microarchitectures. The implementation is optimized for the $65-\mathrm{nm}$ and $45-\mathrm{nm}$ Intel Core 2 processors, but the benchmark results also include timings from a 32-nm Intel Xeon and an AMD K10 processor showing that the software is also fast on those microarchitectures. For details of the machines used for benchmarking see Table 5.1. The cycle counts for each function are obtained as follows: Read the cycle counter, perform 50 calls to the function to benchmark, and read the cycle counter again. Compute the average of cycles taken by these 50 calls. Repeat that 20 times and print all 20 averages. Then run the same benchmarking program again, repeat this 50 times, this generates a total of 1000 cycle counts for each function. The reason for measuring in separate runs of the same program is that some variation in the timings only occurs in separate runs. This kind of variation is most likely due to different caching behavior for different mappings of virtual to physical memory. Tables 5.2, 5.3, 5.4 and 5.5 report the median and quartiles of these numbers.

### 5.6.1 Comparison with previous work

There exist several descriptions and benchmarks of software implementations of cryptographic pairings. Implementations targeting the 128 -bit security level usually use 256 -bit BN curves.

The software presented in [HMS08] takes 10,000,000 cycles to compute the Rate pairing over a 256 -bit BN curve on one core of an Intel Core 2 processor; the same computation on one core of an AMD Opteron processor also takes 10,000,000 cycles. Unpublished benchmarks of a newer version of that software (included in the Miracl library [Sha]) are claimed to take $7,850,000$ cycles on an Intel Core 2 Duo T5500 processor [Sco10]. The software presented in [NBS08] takes 29,650,000 cycles to compute the ate pairing over a 256 -bit BN curve on one core of a Core 2 Duo processor. Software presented in [GGP09] takes $23,319,673$ cycles to compute the ate pairing over a 256 -bit BN curve on one core of an Intel Core 2 Duo processor; another implementation described in the same paper takes $14,429,439$ cycles to compute the ate pairing on two cores of an Intel Core 2 Duo processor.

The software presented in [ALH10] also targets the 128 -bit security level and computes the $\eta_{T}$ pairing on a supersingular curve over a binary field in 17,400,000 cycles on one core of a 45 nm Intel Core 2 processor. The paper also presents performance numbers of the same pairing computation on multiple cores: for example the computation on 4 cores of a 45 nm Intel Core 2 processor takes 5,080,000 cycles, and on 8 cores it takes $3,020,000$ cycles.

The software presented here computes the optimal ate pairing in $4,142,290$ cycles on one core of an Intel Core 2 Quad Q6600 processor and is thus more than twice as fast as the fastest previously published result and more than 1.8 times faster than previous unpublished results.

Table 5.1: Machines used for benchmarking the pairing implementation

| latour |  |  |
| :--- | :--- | :--- |
| Affiliation | Eindhoven University of Technology |  |
| CPU | Intel Core 2 Quad Q6600, 2394 MHz |  |
| Compilers | gcc | gcc (Ubuntu 4.3.3-5ubuntu4) 4.3.3 |
|  | gcc-4.1 | gcc-4.1 (GCC) 4.1.3 20080623 (prerelease) (Ubuntu |
|  |  | 4.1.2-24ubuntu1) |
|  | gcc-4.2 | gcc-4.2 (GCC) 4.2.4 (Ubuntu 4.2.4-5ubuntu1) |
|  | g++ | g++ (Ubuntu 4.3.3-5ubuntu4) 4.3.3 |


| berlekamp |  |  |
| :--- | :--- | :--- |
| Affiliation | National Taiwan University |  |
| CPU | Intel Core 2 Quad Q9550, 2833 MHz |  |
| Compilers | gcc | gcc (GCC) 4.4.1 20090725 (Red Hat 4.4.1-2) |
|  | gcc34 | gcc34 (GCC) 3.4.6 20060404 (Red Hat 3.4.6-13) |
|  | g++ | g++ (GCC) 4.4.1 20090725 (Red Hat 4.4.1-2) |


| dragon3 |  |  |
| :--- | :--- | :--- |
| Affiliation | Academia Sinica |  |
| CPU | Intel Xeon X5650, 2668 MHz |  |
| Compilers | gcc <br> g++ | gcc (GCC) 4.4.4 20100630 (Red Hat 4.4.4-10) <br> g++ (GCC) 4.4.4 20100630 (Red Hat 4.4.4-10) |


| chukonu |  |  |
| :--- | :--- | :--- |
| Affiliation | University of Illinois at Chicago |  |
| CPU | AMD Phenom X4 955, 3210.623 MHz |  |
| Compilers | gcc <br> gcc-4.3 | gcc (Ubuntu 4.4.1-4ubuntu9) 4.4.1 <br> gcc-4.3 (Ubuntu 4.3.4-5ubuntu1) 4.3.4 |

Table 5.2: Cycle counts of various operations involved in the pairing computation on latour, all code compiled with gcc -std=c99-O3 -fomit-frame-pointer

|  | $25 \%$ quartile | median | $75 \%$ quartile |
| :--- | ---: | ---: | ---: |
| $\mathbb{F}_{p^{2}} \times \mathbb{F}_{p^{2}}$ multiplication | 589.32 | 590.94 | 599.40 |
| $\mathbb{F}_{p^{2}}$ squaring | 356.58 | 357.30 | 360.18 |
| $\mathbb{F}_{p^{2}} \times \mathbb{F}_{p}$ multiplication | 371.70 | 371.70 | 384.30 |
| $\mathbb{F}_{p^{2}}$ short coeff. reduction | 73.80 | 73.80 | 73.98 |
| line-function eval. (addition) | 8373.51 | 8388.99 | 8417.70 |
| line-function eval. (doubling) | 6501.24 | 6518.16 | 6569.28 |
| $\mathbb{F}_{p^{12}}$ multiplication | 14726.52 | 14783.67 | 14883.75 |
| $\mathbb{F}_{p^{12}}$ squaring | 10452.6 | 10514.70 | 10571.94 |
| $\mathbb{F}_{p^{12}}$ line-function mult. | 10016.64 | 10042.02 | 10117.71 |
| $\mathbb{F}_{p^{12}}$ inversion | 158006.25 | 158226.39 | 160530.21 |
| Miller loop | 2122417.26 | 2129149.35 | 2135567.07 |
| optimal ate pairing | 4135767.30 | 4142289.69 | 4153829.22 |

Table 5.3: Cycle counts of various operations involved in the pairing computation on berlekamp, all code compiled with gcc -std=c99-O3 -fomit-framepointer

|  | $25 \%$ quartile | median | $75 \%$ quartile |
| :--- | ---: | ---: | ---: |
| $\mathbb{F}_{p^{2}} \times \mathbb{F}_{p^{2}}$ multiplication | 588.72 | 591.10 | 602.22 |
| $\mathbb{F}_{p^{2}}$ squaring | 356.32 | 357.00 | 358.88 |
| $\mathbb{F}_{p^{2}} \times \mathbb{F}_{p}$ multiplication | 370.94 | 371.12 | 377.06 |
| $\mathbb{F}_{p^{2}}$ short coeff. reduction | 73.78 | 73.94 | 73.96 |
| line-function eval. (addition) | 8345.64 | 8393.42 | 8451.05 |
| line-function eval. (doubling) | 6486.94 | 6520.86 | 6554.68 |
| $\mathbb{F}_{p^{12}}$ multiplication | 14691.57 | 14756.25 | 14836.07 |
| $\mathbb{F}_{p^{12}}$ squaring | 10463.34 | 10514.16 | 10582.76 |
| $\mathbb{F}_{p^{12}}$ line-function mult. | 10015.2 | 10058.30 | 10137.18 |
| $\mathbb{F}_{p^{12}}$ inversion | 159127.14 | 159291.11 | 159499.18 |
| Miller loop | 2128363.2 | 2134868.33 | 2139546.31 |
| optimal ate pairing | 4147904.63 | 4161923.16 | 4171976.98 |

Table 5.4: Cycle counts of various operations involved in the pairing computation on dragon3, all code compiled with gcc -std=c99-O3 -fomit-frame-pointer

|  | $25 \%$ quartile | median | $75 \%$ quartile |
| :--- | ---: | ---: | ---: |
| $\mathbb{F}_{p^{2}} \times \mathbb{F}_{p^{2}}$ multiplication | 459.54 | 460.20 | 480.18 |
| $\mathbb{F}_{p^{2}}$ squaring | 333.22 | 333.44 | 334.94 |
| $\mathbb{F}_{p^{2}} \times \mathbb{F}_{p}$ multiplication | 338.44 | 338.60 | 352.18 |
| $\mathbb{F}_{p^{2}}$ short coeff. reduction | 63.76 | 63.82 | 64.66 |
| line-function eval. (addition) | 6976.15 | 7032.39 | 7205.66 |
| line-function eval. (doubling) | 5691.47 | 5754.10 | 5928.12 |
| $\mathbb{F}_{p^{12}}$ multiplication | 11792.88 | 11883.96 | 12107.64 |
| $\mathbb{F}_{p^{12}}$ squaring | 8383.82 | 8504.45 | 8755.54 |
| $\mathbb{F}_{p^{12}}$ line-function mult. | 7962.10 | 8098.65 | 8321.54 |
| $\mathbb{F}_{p^{12}}$ inversion | 143130.64 | 143181.8 | 143294.32 |
| Miller loop | 1750044.15 | 1756319.76 | 1764711.44 |
| optimal ate pairing | 3451373.59 | 3458785.04 | 3465786.78 |

Table 5.5: Cycle counts of various operations involved in the pairing computation on chukonu, all code compiled with gcc -std=c99-O3 -fomit-frame-pointer

|  | $25 \%$ quartile | median | $75 \%$ quartile |
| :--- | ---: | ---: | ---: |
| $\mathbb{F}_{p^{2}} \times \mathbb{F}_{p^{2}}$ multiplication | 585.74 | 587.74 | 589.04 |
| $\mathbb{F}_{p^{2}}$ squaring | 364.64 | 365.60 | 366.56 |
| $\mathbb{F}_{p^{2}} \times \mathbb{F}_{p}$ multiplication | 372.32 | 372.32 | 373.38 |
| $\mathbb{F}_{p^{2}}$ short coeff. reduction | 108.42 | 108.42 | 108.42 |
| line-function eval. (addition) | 8814.76 | 8830.56 | 8869.52 |
| line-function eval. (doubling) | 6940.60 | 6958.66 | 7002.02 |
| $\mathbb{F}_{p^{12}}$ multiplication | 15958.68 | 15988.69 | 16028.41 |
| $\mathbb{F}_{p^{12}}$ squaring | 11416.48 | 11427.58 | 11456.64 |
| $\mathbb{F}_{p^{12}}$ line-function mult. | 10583.80 | 10612.32 | 10638.33 |
| $\mathbb{F}_{p^{12}}$ inversion | 158166.11 | 158605.44 | 159133.54 |
| Miller loop | 2262322.83 | 2266533.21 | 2268562.22 |
| optimal ate pairing | 4460435.73 | 4468240.38 | 4476366.16 |

Table 5.6: Cycle counts of the implementation presented in $\mathrm{BGM}^{+} 10$. Curve parameters: $p=36 u^{4}+36 u^{3}+24 u^{2}+6 u+1$, with $u=2^{62}-2^{54}+2^{44}$, BN curve: $y^{2}=x^{3}+5$ over $\mathbb{F}_{p}$, all code compiled with $\mathrm{g}++-\mathrm{x} \mathrm{c}++-\mathrm{O} 3$-fomit-frame-pointer -msse2 -mfpmath=sse

|  | latour | berlekamp |
| :--- | ---: | ---: |
| $\mathbb{F}_{p^{2}} \times \mathbb{F}_{p^{2}}$ multiplication | 595.26 | 583.44 |
| $\mathbb{F}_{p^{2}}$ squaring | 484.92 | 484.16 |
| optimal ate pairing | 3145815.90 | 3141289.08 |

### 5.6.2 Comparison with $\left[\mathrm{BGM}^{+} 10\right]$

After the results of this chapter were presented in [NNS10], Beuchat et al. reported new speed records set by an implementation of the optimal ate pairing over a 254bit Barreto-Naehrig curve: 2,490,000 cycles on an Intel Core i7 860 processor and $3,140,000$ cycles on an Intel Core 2 T 7100 processor [ $\left.\mathrm{BGM}^{+} 10\right]$. This implementation uses Montgomery representation [Mon85] for arithmetic in $\mathbb{F}_{p}$ which does not exploit the special structure of $p$. Multiplication in $\mathbb{F}_{p}$ is based on the mul instruction which is capable of multiplying two 64-bit unsigned integers to produce a 128 -bit result every 4 cycles on Core 2 processors and every 2 cycles on the newer Core i7 processors [Fog10a]. The performance of this integer-multiplication instruction on the Core i7 processor is the reason why the implementation clearly outperforms the implementation presented here on this microarchitecture. However, also on the Core 2 processors, the primary target of the implementation described here, the optimal ate pairing is computed faster by the software presented in [ $\left.\mathrm{BGM}^{+} 10\right]$. For a direct comparison Table 5.6 gives benchmark results of pairing computation and $\mathbb{F}_{p^{2}}$-arithmetic operations from the implementation presented in $\left[\mathrm{BGM}^{+} 10\right]$. These results were measured on the same two Intel Core 2 machines and using the same median of averages as the benchmarks in Tables 5.2 to 5.5 . There are three main reasons why the followup implementation in $\left[\mathrm{BGM}^{+} 10\right]$ achieves even higher speeds than the software described in this chapter.

Restricted choice of a BN curve. As described in Section5.4, the primary target was to make multiplication and squaring in $\mathbb{F}_{p^{2}}$ as fast as possible. The representation of integers described in Section 5.4 requires the BN parameter $u$ to be a third power which clearly restricts the choice of a curve. The curve used in [ $\left.\mathrm{BGM}^{+} 10\right]$ uses the parameter $u=2^{62}-2^{54}+2^{44}$; with this parameter the Miller loop of the optimal ate pairing contains only 6 addition steps and each exponentiation with $u$ in the final exponentiation involves only 2 multiplications in $\mathbb{F}_{p^{12}}$. Our implementation uses 12 more addition steps in the Miller loop, each taking about $8389+10042=$ 18431 cycles (line-function evaluation and $\mathbb{F}_{p^{12}}$ line-function multiplication, cyclecount medians of latour). Each of the three exponentiations with $u$ involves 10 more multiplications in $\mathbb{F}_{p^{12}}$, each taking about 14784 cycles. The overhead from the
restricted choice of curve thus accounts for a total of $12 \cdot 18431+30 \cdot 14784=664692$ cycles.

Short coefficient reductions. Squaring, addition, and subtraction in $\mathbb{F}_{p^{2}}$ are faster in the implementation described here, multiplication achieves similar speeds. However, the redundant representation of field elements incurs additional costs. As explained in Section 5.5 before some multiplications the coefficients of outputs of previous additions have to be reduced. A total of 5556 such short coefficient reductions are carried out during the computation of the optimal ate pairing, each taking about 74 cycles. The overhead from these short coefficient reductions is thus about 411144 cycles.

SIMD overhead. As explained in Section 5.5, the Intel Core 2 processors can execute 2 double-precision floating-point multiplications and 2 double-precision floatingpoint additions in one cycle. As the corresponding mulpd and addpd instruction are vector instructions, additional shuffle instructions are required to arrange inputs in memory and registers as required. These shuffles account for an overhead for about 57 cycles in the $\mathbb{F}_{p^{2}}$ multiplication and are one reason why multiplication in $\mathbb{F}_{p^{2}}$ is not considerably faster than the Montgomery multiplication in $\left[\mathrm{BGM}^{+} 10\right]$. The other reason why multiplication is not faster is the fact that the vector instructions require an even number of $\mathbb{F}_{p}$ multiplications, multiplication in $\mathbb{F}_{p^{2}}$ can thus not benefit from the Karatsuba technique which is used in $\left[\mathrm{BGM}^{+} 10\right]$. Note that squaring in $\mathbb{F}_{p^{2}}$, which can use the same technique as [ $\left[\mathrm{BGM}^{+} 10\right]$ and which has smaller overhead from shuffle instructions (only about 41 cycles) is using only 357 cycles and is considerably faster than squaring in $\mathbb{F}_{p^{2}}$ as implemented in $\left[\mathrm{BGM}^{+} 10\right]$ which requires 485 cycles.

The software presented in this chapter is not the fastest pairing implementation for Intel and AMD processors, but it is the fastest pairing software based on doubleprecision floating-point arithmetic. For architectures and microarchitectures with a stronger focus on efficient double-precision floating-point performance (compared to integer performance), the representation of elements of $\mathbb{F}_{p}$ with the special reduction for BN primes will most likely yield the best performance results, in particular if high-performance double-precision floating-point instructions can be used without overhead from SIMD requirements.

## 6

## Solving the elliptic-curve discrete-logarithm challenge ECC2K-130

The security of elliptic-curve cryptography relies on the hardness of the elliptic-curve discrete-logarithm problem (ECDLP): Given an elliptic curve $E$ over a finite field $\mathbb{F}_{q}$ and two points $P \in E\left(\mathbb{F}_{q}\right)$ and $Q \in\langle P\rangle$, find an integer $k$ such that $Q=[k] P$. Here [ $k$ ] denotes scalar multiplication with $k$. If the order of $\langle P\rangle$ is prime, the best algorithm known to solve this problem (for most elliptic curves) is Pollard's rho algorithm [Pol78], which solves the problem in time $O(\sqrt{|\langle P\rangle|})$.

This complexity of Pollard's rho algorithm is the reason that theoretical considerations of the hardness of the ECDLP state that the ECDLP can be solved in $O(\sqrt{n})$, where $n$ is the group order (see e.g. the documents on [Gir08]). How hard the ECDLP is in practice requires more investigation of the constant factors hidden in $O(\sqrt{n})$, optimization techniques of Pollard's rho algorithm and performance measurements of a thoroughly optimized implementation of the algorithm on real state-of-the-art hardware. In order to "increase the cryptographic community's understanding and appreciation of the difficulty of the ECDLP" Certicom in 1997 issued several ECDLP challenges Cer97a.

This chapter describes an attack against one of these challenges, namely challenge ECC2K-130. Sections 6.1 and 6.2 explain how exactly Pollard's rho algorithm is used to solve the specific given ECDLP. Sections 6.3 and 6.4 describe implementations of the attack on two different architectures: the Cell Broadband Engine and NVIDIA graphics processing units (GPUs). Section 6.5 discusses the performance achieved by the two implementations.

This chapter is based on joint work with Bos, Kleinjung, and Niederhagen published in [BKNS10], and joint work with Bernstein, Chen, Cheng, Lange, Niederha-
gen and Yang published in $\left[\mathrm{BCC}^{+} 10\right]$. Aside from minor changes to phrasing and notation the main differences between this chapter and [BKNS10], and [BCC $\left.{ }^{+} 10\right]$ are the following:

- the background given in Sections 6.1 and 6.2 is merged from the respective sections of $\left[\right.$ BKNS10] and $\left[\mathrm{BCC}^{+} 10\right]$, and also contains material from $\left[\mathrm{BBB}^{+} 09 \mathrm{~b}\right]$ and $\left[\mathrm{BBB}^{+} 09 \mathrm{a}\right]$;
- Section 6.3 describes only the fastest implementation of the iteration function, [BKNS10] contains more details on the design decisions and additionally describes two other, slower, implementations;
- the implementation for Cell processors described in Section 6.3 contains some new optimizations and is thus faster than the one presented in [BKNS10];
- Section 6.5 discusses the performance numbers on the two different architectures, this discussion is not contained in [BKNS10] or [ $\left.\mathrm{BCC}^{+} 10\right]$.


### 6.1 The parallel version of Pollard's rho algorithm

To solve large instances of the ECDLP one usually uses a parallelized version of Pollard's rho algorithm due to van Oorschot and Wiener [vOW99]. Several variants of this parallelized version have been proposed and used to solve instances of the ECDLP, see for example [Har00] and [BKM09]. For the attack against ECC2K-130 the following parallel version of Pollard's rho algorithm is used; for credit see $\left[\mathrm{BBB}^{+} 09 \mathrm{~b}\right]$.

The algorithm is based on a client-server approach in which each client does the following:

1. From a random seed $s$, generate a pseudo-random starting point $R_{0}$ as a known linear combination in $P$ and $Q: R_{0}=a_{0} P+b_{0} Q$;
2. apply a pseudo-random iteration function $f$ to obtain a sequence $R_{i+1}=f\left(R_{i}\right)$, where $f$ must preserve knowledge about the linear combination in $P$ and $Q$;
3. after each step of the iterative applications of $f$, check whether the output point belongs to an easy-to-recognize subset of $\langle P\rangle$ of so-called distinguished points;
4. if at some point a distinguished point $D$ is reached, send $(D, s)$ to the server and go to step 1 .

The server receives all the incoming pairs ( $D_{i}, s_{i}$ ) and does the following:

1. Search the pairs for a collision, i.e., two pairs $\left(D_{i}, s_{i}\right),\left(D_{j}, s_{j}\right)$ with $D_{i}=D_{j}$ and $s_{i} \neq s_{j} ;$
2. when a collision is found, compute the linear combinations in $P$ and $Q$ for $D_{i}=a_{i} P+b_{i} Q$ and $D_{j}=a_{j} P+b_{j} Q$;
3. obtain the discrete logarithm of $Q$ to the base $P$ as $k=\frac{a_{j}-a_{i}}{b_{i}-b_{j}} \bmod \operatorname{ord}(P)$, if $\left(b_{i}-b_{j}\right) \not \equiv \equiv(\bmod \operatorname{ord}(P))$.

The expected number of calls to the iteration function $f$ of this parallel version of Pollard's rho algorithm is $\sqrt{\frac{\pi|\langle P\rangle|}{2}}$ assuming perfectly random behavior of the iteration function $f$ Har60].

### 6.2 ECC2K-130 and choice of the iteration function

The specific ECDLP addressed here is given in the Certicom challenge list [Cer97a as challenge ECC2K-130. The given elliptic curve is a Koblitz curve $E: y^{2}+x y=$ $x^{3}+1$ over the finite field $\mathbb{F}_{2^{131}}$; the two given points $P$ and $Q$ have order $l$, where $l$ is a 129 -bit prime. The challenge is to find an integer $k$ such that $Q=[k] P$. This section describes the choice of the iteration function and the distinguished-point property used in the implementations to solve this specific ECDLP. A comparison to other possible choices is given in [ $\left.\mathrm{BBB}^{+} 09 \mathrm{a}\right]$.

Given a point ( $x, y$ ) on the curve it is computationally easy to determine its negative $(x, x+y)$. A common optimization technique for Pollard's rho algorithm is to work on equivalence classes modulo negation of points. This reduces the expected number of iterations by a factor of up to $\sqrt{2}$ [WZ98, GLV00], but it requires the iteration function to be well-defined on equivalence classes modulo negation.

For Koblitz curves a generalization of this idea can be used to reduce the expected number of iterations even further: As the curve equation has coefficients in $\mathbb{F}_{2}$, the $i$-th powers of the Frobenius endomorphism

$$
\phi^{i}: E\left(\mathbb{F}_{2^{131}}\right) \rightarrow E\left(\mathbb{F}_{2^{131}}\right),(x, y) \mapsto\left(x^{2^{i}}, y^{2^{i}}\right), i=1, \ldots 130
$$

are efficiently computable automorphisms besides negation. The number of iterations can thus be reduced by a total factor of up to $\sqrt{2 \cdot 131}$ by considering orbits under the $131 i$-th power Frobenius endomorphisms and negation.

The attack described in this chapter uses the following definitions of distinguished points and iteration function: A point $R_{i}$ (representing an equivalence class) is defined to be distinguished if the Hamming weight of the $x$-coordinate in normal-basis representation $\operatorname{HW}\left(x_{R_{i}}\right)$ is smaller than or equal to 34 . Observe that this property respects the orbits of negation (because the $x$-coordinate remains the same) and of the Frobenius endomorphism (because squaring in normal basis is just a cyclic rotation of bits, not affecting the Hamming weight). The iteration function is defined as

$$
R_{i+1}=f\left(R_{i}\right)=\phi^{j}\left(R_{i}\right)+R_{i}
$$

where $j=\left(\left(\operatorname{HW}\left(x_{R_{i}}\right) / 2\right) \bmod 8\right)+3$. The iteration function is well-defined on equivalence classes modulo negation and application of $\phi$, because both are endomorphisms.

The restriction of $\phi$ to $\langle P\rangle$ corresponds to scalar multiplication with some scalar $r$. For an input $R_{i}=a_{i} P+b_{i} Q$ the output of $f$ will be $R_{i+1}=\left(r^{j} a_{i}+a_{i}\right) P+\left(r^{j} b_{i}+b_{i}\right) Q$.

When a collision has been detected, it is possible to recompute the two corresponding iterations and update the coefficients $a_{i}$ and $b_{i}$ following this rule. This gives the coefficients to compute the discrete logarithm.

### 6.2.1 Computing the iteration function

Computing the iteration function requires one application of $\phi^{j}$ and one ellipticcurve addition. Furthermore it requires conversion of the $x$-coordinate of the resulting point to normal basis, if a polynomial-basis representation is used, and a check whether the resulting point is distinguished.

Many applications use so-called inversion-free coordinate systems to represent points on elliptic curves (see, e.g., HMV04, Sec. 3.2]) to speed up the computation of point multiplications. These coordinate systems use a redundant representation for points. Identifying distinguished points requires a unique representation, this is why points have to be represented in affine coordinates. Elliptic-curve addition in affine Weierstrass coordinates on the given elliptic curve requires 2 multiplications, one squaring, 6 additions, and 1 inversion in $\mathbb{F}_{2^{131}}$ (see, e.g. [BLb]). Application of $\phi^{j}$ means computing the $2^{j}$-th powers of the $x$ - and the $y$-coordinate. In total, one iteration takes 2 multiplications, 1 squaring, 2 computations of the form $r^{2^{m}}$, with $3 \leq m \leq 10$, 1 inversion, 1 conversion to normal-basis, and one Hamming-weight computation. Computations of the form $r^{2^{m}}$ will be referred to as $m$-squaring in the following.

A note on the inversion. The relatively costly inversion can be sped up by batching several inversions and using Montgomery's trick Mon87]: m batched inversions can be computed with $3(m-1)$ multiplications and one inversion. For example, $m=64$ batched elliptic curve additions take $2 \cdot 64+3 \cdot(64-1)=317$ multiplications, 64 squarings and 1 inversion. This corresponds to 4.953 multiplications, 1 squaring and 0.016 inversions for a single elliptic-curve addition.

### 6.2.2 Bitsliced binary-field arithmetic

Most modern processors, including the architectures considered in this chapter, support fast arithmetic on integers and floating-point values but not on binary polynomials. Therefore, binary-field arithmetic, which cannot benefit from fast integer or floating-point arithmetic instructions, was commonly believed to be significantly less efficient in software than prime-field arithmetic which naturally makes use of integer or floating-point arithmetic.

Bernstein in [Ber09a] showed that binary-field arithmetic can be faster than prime-field arithmetic also in software when considering many independent, batched operations. The idea behind his implementation is applying the bitslicing technique to finite fields. As for the case of AES described in Section 3.4 of Chapter 3 the idea is to simulate a hardware implementation with bit-logical instructions.

Bitslicing elements of $\mathbb{F}_{2^{131}}$ means storing the 131 coefficients in 131 registers, one register per coefficient. Implementations on architectures with fewer registers
have to use spills to memory to compensate for the lack of registers. All algorithms need to operate on $k \cdot n$ inputs in parallel where $n$ is the width of the registers, to make best use of the computational power of the bit-logical instructions. The value $k$ is typically 1 for straightforward bitsliced implementations; Section 6.4 describes that the implementation on GPUs needs a higher value $(k=4)$ to achieve best performance. Note that bitsliced implementations have to work on significantly more data: all inputs, outputs and buffers need to have $k \cdot n$ times the size of a non-bitsliced implementation.

### 6.2.3 Representing elements of $\mathbb{F}_{2^{131}}$

An important choice in the implementation of binary-field arithmetic is the choice of the basis used to represent the elements as vectors over $\mathbb{F}_{2}$. Polynomial bases are of the form $\left(1, z, z^{2}, z^{3}, \ldots, z^{130}\right)$, so the basis elements are increasing powers of some element $z \in \mathbb{F}_{2^{131}}$. Normal bases are of the form ( $\alpha, \alpha^{2}, \alpha^{4}, \ldots, \alpha^{1^{130}}$ ), so each basis element is the square of the previous one.

There are two advantages of using normal-basis representation. First, the iteration function needs the normal-basis representation of the $x$-coordinate to determine the exponent of the Frobenius endomorphism, and to check whether the point is distinguished. Using this representation also for all computations thus saves one basis conversion. Second, all squarings and $m$-squarings in normal-basis representation correspond to very fast cyclic shifts.

The disadvantage of using normal-basis representation for odd-degree extensions of $\mathbb{F}_{2}$ is performance of multiplications that were long believed to be much slower than multiplications in polynomial basis (see, e.g., [HMV04, Section 2.5]). However in Sho07] Shokrollahi proposed a method for efficient normal-basis multiplication in binary fields with an optimal normal basis (see also [vZGSS07]). For the finite field $\mathbb{F}_{2^{131}}$ an optimal normal basis exists [MOVW89] and bitsliced implementations of the ECC2K-130 iteration function using normal-basis representation of elements of $\mathbb{F}_{2^{131}}$ and the Shokrollahi multiplier are faster than implementations based on polynomial-basis representation. The following paragraphs first describe the idea of the Shokrollahi multiplier including improvements by Bernstein and Lange described in $\left[\mathrm{BBB}^{+} 09 \mathrm{~b}\right]$ and then give a summary of the notion of "optimal polynomial bases" introduced by Bernstein and Lange in [BL10].

The Shokrollahi multiplier. An element of $\mathbb{F}_{2^{131}}$ in type-2 optimal-normal-basis representation is of the form

$$
f_{0}\left(\zeta+\zeta^{-1}\right)+f_{1}\left(\zeta^{2}+\zeta^{-2}\right)+f_{2}\left(\zeta^{4}+\zeta^{-4}\right)+\cdots+f_{130}\left(\zeta^{2^{130}}+\zeta^{-2^{130}}\right)
$$

where $\zeta$ is a 263 rd root of unity in $\mathbb{F}_{2^{131}}$. The coefficients of both inputs to a multiplication are first permuted into coefficients of

$$
\begin{aligned}
& \left(\zeta+\zeta^{-1}, \zeta^{2}+\zeta^{-2}, \zeta^{2^{83}}+\zeta^{-2^{83}}, \zeta^{4}+\zeta^{-4}, \zeta^{2^{20}}+\zeta^{-2^{20}}, \ldots, \zeta^{2^{130}}+\zeta^{-2^{130}}\right) \\
= & \left(\zeta+\zeta^{-1}, \zeta^{2}+\zeta^{-2}, \zeta^{3}+\zeta^{-3}, \zeta^{4}+\zeta^{-4}, \zeta^{5}+\zeta^{-5}, \ldots, \zeta^{131}+\zeta^{-131}\right) ;
\end{aligned}
$$

in the following this representation will be called permuted-normal-basis representation. The inputs are then further transformed to obtain coefficients in the polynomial basis

$$
\zeta+\zeta^{-1},\left(\zeta+\zeta^{-1}\right)^{2},\left(\zeta+\zeta^{-1}\right)^{3}, \ldots,\left(\zeta+\zeta^{-1}\right)^{131}
$$

Now polynomial multiplication is straightforward and yields coefficients of

$$
\left(\zeta+\zeta^{-1}\right)^{2},\left(\zeta+\zeta^{-1}\right)^{3}, \ldots,\left(\zeta+\zeta^{-1}\right)^{262}
$$

This representation is transformed to obtain coefficients of

$$
\zeta+\zeta^{-1}, \zeta^{2}+\zeta^{-2}, \zeta^{3}+\zeta^{-3}, \ldots, \zeta^{262}+\zeta^{-262}
$$

Conversion to permuted normal basis just requires adding appropriate coefficients; for example $\zeta^{200}$ is the same as $\zeta^{-63}$ (because $\zeta$ is a 263rd root of unity) and thus $\zeta^{200}+\zeta^{-200}$ is the same as $\zeta^{63}+\zeta^{-63}$ The inverse of the initial permutation then yields the result of the multiplication in normal-basis representation.

Optimal polynomial bases. In the iteration function some outputs of a multiplication are used again as input to another multiplication. In such cases Bernstein and Lange avoid some of the bit operations of the double-length conversion by keeping the lower 131 coefficients in polynomial-basis representation and using the conversion routine only to compute the polynomial reduction, ending up in polynomialbasis representation [BL10]. They define an optimal polynomial basis to mean the basis used on the polynomial-representation side and propose this representation as an alternative to normal-basis representation for applications that need many multiplications and only occasional squarings. The GPU implementation includes these improvements and uses two different multiplication routines: Both multiplication routines accept input in optimal-polynomial-basis representation, a ppp multiplication delivers output in optimal-polynomial-basis representation, and a ppn multiplication delivers output in permuted-normal-basis representation. For details of optimal polynomial bases see [BL10].

### 6.3 Implementing the iteration function on Cell processors

The implementation of the ECC2K-130 iteration function for Cell processors has been presented in [BKNS10] before Bernstein and Lange introduced optimal polynomial bases in [BL10]. The implementation uses an optimal-normal-basis representation for all field operations. Multiplication is done using the Shokrollahi multiplier described in Subsection 6.2.3.

As already explained in Section 4.2 each Synergistic Processor Unit of the Cell Broadband Engine can dispatch one bit-logical instruction on 128-bit registers per cycle. Additionally a load or store instruction can be dispatched in the same cycle. A natural lower bound on the number of cycles per Pollard-rho iteration thus comes from the number of bit-logical instructions per iteration. The implementation of the

ECC2K-130 iteration function is not able to meet this lower bound. This is due to the fact that it has to deal with a significantly larger amount of data than in the case of bitsliced AES described in Section 3.4 of Chapter 3 and some algorithms are simply bottlenecked by loads and stores. Furthermore, all code has to fit into only 256 KB of local storage alongside the active set of data. A fully unrolled iteration function on 128 bitsliced inputs in parallel would not fit into the local storage. Organizing code in several functions incurs call overhead.

The following description of the implementation first considers in detail how the field operations are implemented and then discusses the overall performance of the iteration function. As described above, all field operations operate on elements in bitsliced normal-basis representation, and all cycle counts are given for operations on a batch of 128 parallel operations.

Most cycle counts are measured using the integrated decrementer of the SPU (see [IBM08, Sec. 13.3.3]). Cycle counts for small portions of code which are not implemented as a separate function are obtained using the spu_timing tool included in the IBM SDK for Multicore Acceleration [IBM], which performs static analysis of the code and gives accurate cycle counts for most code. For code containing a load or store instruction in almost every cycle the cycle counts reported by spu_timing can be overly optimistic. For more details see [BKNS10, Sections 2.3 and 2.4]. All cycle counts are given with information about whether they were obtained using spu_timing, or measured by running the code.

Multiplication. The normal-basis multiplication uses the conversion to polynomial basis as described in Subsection 6.2.3. Both conversion of inputs to polynomial basis and conversion of the result to normal basis (including reduction) use fully unrolled assembly functions, which are scheduled automatically by self-written scheduler scripts. One input conversion takes 434 cycles (measured). Output conversion including reduction takes 1288 cycles (measured).

The main part of the multiplication routine is still efficient 131-coefficient binarypolynomial multiplication. The smallest known number of bit operations required to multiply two 131-coefficient polynomials over $\mathbb{F}_{2}$ is 11961 [Ber09a, Section 2], see also [Ber09b]. However, converting the sequence of bit operations from [Ber09b] to C syntax and feeding it to spu-gcc (version 4.1.1) does not compile because the size of the resulting function exceeds the size of the local storage. After reducing the number of variables for intermediate results and some more tweaks the compiler produces functioning code, which has a code size of more than 100 KB and requires more than 20000 cycles to compute a multiplication.

A more compact multiplication routine with better scheduling sacrifices some bit operations and composes the 131-coefficient multiplication of 933 -coefficient multiplications using two levels of the Karatsuba multiplication technique [KO63]. One of these multiplications is actually only a 32 -coefficient multiplication; in order to keep code size small it is performed as a 33 -coefficient multiplication with leading coefficient zero. The 965 -coefficient results are combined using the refined-Karatsuba techniques described in [Ber09a].

The smallest known number of bit operations for 33-coefficient binary-polynomial multiplication is 1286 [Ber09b]. A self-written scheduler for the bit operation sequence from [Ber09b] generates code that takes 1303 cycles (spu_timing) for a 33 -coefficient binary-polynomial multiplication. In total the 131 -coefficient multiplication takes 14503 cycles (measured). This includes 11727 cycles for 933 -coefficient multiplications, cycles required for combination of the results, and function-call overhead.

In total, a normal-basis multiplication including input conversion, 131-coefficient polynomial multiplication and output conversion with reduction takes 16635 cycles (measured).

Squaring. In normal basis a squaring is a cyclic shift of bits, so squaring consists of 131 loads and 131 stores to cyclically shifted locations. A call to the squaring function in normal-basis representation takes 328 cycles (measured).
$m$-Squaring. The only difference between squaring and $m$-squaring is the shifting distance of the store locations. The implementation uses separate fully unrolled $m$ squaring functions for all relevant values of $m$. Each $m$-squaring therefore takes 328 cycles (measured), just like a squaring.

Computation of $\phi^{j}$. The computation of $\phi^{j}$ cannot just simply be realized as a single $m$-squaring with $m=j$, because the value of $j$ is most likely different for the 128 bitsliced values in one batch. Recall that the value of $j$ is determined by three bits of the Hamming weight of the $x$-coordinate, denote these bits with $b_{1}, b_{2}, b_{3}$ such that $j=b_{1}+2 b_{2}+4 b_{3}+3$. Now the computation of $r \leftarrow \phi^{j}(x)$ can be carried out as follows:

```
\(r \leftarrow x^{2^{3}}\)
if \(b_{1}\) then \(r \leftarrow r^{2}\)
if \(b_{2}\) then \(r \leftarrow r^{2^{2}}\)
if \(b_{3}\) then \(r \leftarrow r^{2^{4}}\).
```

When using bitsliced representation, conditional statements have to be replaced by equivalent arithmetic computations, a statement of the form
if $b$ then $r \leftarrow s$
is performed as
$r_{i} \leftarrow\left(r_{i} \& \neg b\right) \oplus\left(s_{i} \& b\right)$.
for each bitsliced bit $r_{i}$ of $r$ and $s_{i}$ of $s$.
In total the computation of $\phi^{j}(x)$ requires one 3 -squaring and three conditional $m$-squarings, each of which requires 393 logical instructions. One computation of $\phi^{j}$ takes 1380 cycles (measured).

Addition. Addition requires loading 262 inputs, 131 xors and storing of 131 outputs. Just as squaring, the function is bottlenecked by loads and stores rather than logical instructions. One call to the addition function takes 491 cycles (measured).

Inversion. Inversion is implemented using Fermat's little theorem. It involves $8 \mathrm{mul}-$ tiplications, 3 squarings and 6 m -squarings (with $m=2,4,8,16,32,65$ ). It takes 135460 cycles (measured). Observe that with a sufficiently large batch size for Montgomery inversion this does not have big impact on the cycle count of one iteration.

Hamming-weight computation. The bitsliced Hamming-weight computation of a 131-bit number represented in normal basis is done in a divide-and-conquer approach (producing bitsliced results) using 625 bit operations. The function is fully unrolled and uses 845 cycles (measured) to compute the Hamming weight.

Full iteration. In order to support a batch size of 512 for Montgomery inversions the batches are stored in main memory and fetched into the local storage temporarily for computations using DMA transfers. Without DMA transfers to and from main memory the maximal batch size would be 14 due to the limited size of the local storage.

Since the access pattern to the batches is deterministic, it is possible to use multibuffering to prefetch data while processing previously loaded data and to write back data to main memory during ongoing computations. Even though 3 slots-one for outgoing data, one for computation, and one for incoming data-are sufficient for the buffering logic, the implementation uses 8 slots in local memory as ringbuffer to hide nondeterministic delays on the memory bus. One DMA tag is assigned to each of these slots to monitor ongoing transactions. At the beginning of the computation, one slot is chosen for the first batch and the batch is loaded into the local storage. During one step of the iteration function, the SPU iterates multiple times over the batches.

Each time the active set of data in the local storage changes, the SPU first determines the next slot in the ringbuffer and uses a blocking call to check whether previous writebacks from this slot to main memory have finished. It then initiates a prefetch for the next required batch into this slot. Then it uses another blocking call to wait for the current active set of data to be fully transferred from main memory to local storage. After this data is processed the SPU finally initiates a DMA transfer to write changed data back to main memory.

With the batch size of 512 for Montgomery inversions one iteration takes 75315 bit operations, the computation takes 94949 cycles on 128 parallel iterations (measured), which corresponds to 742 cycles per iteration. This cycle count does not include the cost for handling distinguished points when they are found. Writing the distinguished point and reading in a new input takes many cycles but occurs only very infrequently, so the total overhead is negligible. The overhead from loads, stores, function calls, and control flow is thus only about 27 percent.

An implementation without any DMA transfers to main memory and batch size for Montgomery inversions of 14 requires 80265 bit operations per iteration and takes 99993 cycles per iteration. This shows that indeed most overhead from DMA transactions can be hidden between computations. Measurements on IBM blade servers QS21 and QS22 showed that neither processor bus nor main memory are a bottleneck even if 8 SPEs are doing independent computations and DMA transfers in parallel.

### 6.4 Implementing the iteration function on NVIDIA GPUs

Today's graphics cards contain powerful graphics processing units (GPUs) to handle the increasing complexity and screen resolution in video games. GPUs are now powerful, highly parallel computing platforms with much computing power. GPUs have been used in different cryptographic and cryptanalytical contexts [CIKL05, CK06, MPS10, SG08, $\left.\mathrm{BCC}^{+} 09\right]$.

In order to understand the implementation of the ECC $2 \mathrm{~K}-130$ iteration function it is necessary to first understand the programming model and the various bottlenecks of graphics processing units; both are quite different from those of general-purpose CPUs. The following description will focus on the NVIDIA GTX 295, the target of the implementation. This graphics card contains two two NVIDIA G200b GPUs.

### 6.4.1 Programming the NVIDIA GTX 295 graphics card

Modern GPUs are highly parallel computing platforms. NVIDIA's GTX 295 video card contains two G200b GPUs; each GPU contains 30 cores, each core contains 8 ALUs and each ALU is able to perform a 32-bit operation each cycle.

The most impressive feature of GPUs is their theoretical floating-point performance. Each of the 480 ALUs on a GTX 295 can perform a single-precision floatingpoint multiplication (with a free addition) every cycle. There are also 120 "specialfunction units"; each of these units can perform another single-precision floatingpoint multiplication per cycle. The GPU operates at 1.242 GHz so it can in total perform 745 billion floating-point multiplications per second. The most useful GPU arithmetic instructions for the ECC2K-130 computation are 32-bit logical instructions rather than floating-point multiplications, but 596 billion 32-bit logical instructions per second are still much more impressive than for example the 28.8 billion 128-bit logical instructions per second performed by a typical $2.4-\mathrm{GHz}$ Intel Core 2 CPU with 4 cores and 3128 -bit ALUs per core.

This computational power of GPUs is exploited by running many hardware threads in parallel: Each core handles threads in groups of 32 called warps in a single-instruction-multiple-threads (SIMT) approach.

However, GPUs have many bottlenecks that make most applications run slower, often one or two orders of magnitude slower, than the theoretical throughput figures would suggest. The most troublesome bottlenecks are discussed in the remainder of this section.

The dispatcher. The 8 ALUs in a GPU core are fed by a single dispatcher. The dispatcher cannot issue more than one new instruction to the ALUs every 4 cycles. The dispatcher can send this one instruction to a warp containing 32 separate threads of computation, applying the instruction to 32 pieces of data in parallel and keeping all 8 ALUs busy for all 4 cycles; but the dispatcher cannot direct some of the 32 threads to follow one instruction while the remaining threads follow another.

Branching is allowed, but if threads within one warp take different branches, the threads taking one branch will no longer operate in parallel with the threads in the other branch; execution of the two branches is serialized and the time it takes to execute diverging branches is the sum of the time taken in all branches.

Instruction latency. Each thread follows its instructions strictly in order. NVIDIA does not document the exact pipeline structure but recommends to run at least 192 threads ( 6 warps) on each core to hide arithmetic latency. If 8 ALUs are fully occupied with 192 threads then each thread runs every 24 cycles; evidently the latency of an arithmetic instruction is below 24 cycles.

One might think that a single warp of 32 threads can keep the 8 ALUs fully occupied, if the instructions in each thread are scheduled for 24 -cycle arithmetic latency (i.e., if an arithmetic result is not used until 6 instructions later). However, if only one warp is executed on one core, the dispatcher will issue instructions only every second dispatching cycle. Therefore at least 2 warps ( 64 threads) are necessary to exploit all ALU cycles.

Experiments showed that for sequences of arithmetic instructions the minimum number of threads that can keep the 8 ALUs fully occupied is 128 . They furthermore showed a drop in the ALU utilization for 128 threads when more than $25 \%$ of the instructions are complex instructions that include memory access, or when complex instructions are adjacent.

NVIDIA also recommends running many more threads to hide memory latency. This does not mean that one can achieve the best performance by simply running the maximum number of threads that fit into the core. Threads share several critical resources, as discussed below, so increasing the number of threads means reducing the resources available to each thread. The ECC2K-130 computation puts extreme pressure on shared memory, as discussed later; to minimize this pressure it uses just 128 threads, which is just enough to avoid severe latency problems.

Registers and shared memory. Each core has 16384 32-bit registers, these registers are divided among the threads. For example, if the core is running 256 threads, then each thread is assigned 64 registers. If the core is running 128 threads, then each thread is assigned 128 registers, although the high 64 registers are somewhat limited: the architecture does not allow a high register as the second operand of an instruction, and does not allow read access to the last register, thus, only 127 registers are usable. Even with less than 128 threads, only 128 registers are available per thread.

Each core also has 16384 bytes of shared memory, which provides variable array indexing and communication between threads. This memory is split into 16 banks, each of which can dispatch one 32 -bit read or write every two cycles. The 16 threads of one half-warp can execute a load operation in two cycles only if they all load from different memory banks or from exactly the same location. If $n$ threads within one half-warp access different locations of the same memory bank in one load operation, they will typically take $2 n$ cycles. Observe that this can lead to a factor- 16 slowdown if all 16 threads of a half-warp load from the same memory bank.

Threads also have fast access to the 8192-byte constant memory. This memory can broadcast a 32 -bit value from one location to every thread simultaneously, but it cannot read more than one location per cycle.

Global memory and local memory. The CPU makes data available to the GPU by copying it into the global memory on the graphics card. The cores on the GPU can then load data from this global memory and store results in global memory to be retrieved by the CPU. Global memory is also a convenient temporary storage area for data that does not fit into shared memory. However, global memory is limited to a throughput of just one 32-bit load from each core per cycle, with a latency of 400-600 cycles.

Each thread also has access to local memory. The name local memory might suggest that this storage is fast, but in fact it is as slow as global memory. Instructions accessing local memory automatically incorporate the thread ID into the address being accessed, effectively partitioning the local memory among threads without any extra address-calculation instructions.

There are no hardware caches for global memory and local memory. Programmers can, and must, set up their own schedules for copying data to and from global memory.

### 6.4.2 131-coefficient binary-polynomial multiplication

With optimal polynomial bases (see Subsection 6.2.3), each iteration involves five 131-coefficient binary-polynomial multiplications and only about 10000 extra bit operations. As described before the smallest known number of bit operations for multiplication of two 131-coefficient binary polynomials is 11961 [Ber09a, Section 2].

These figures show that polynomial multiplication consumes more than $80 \%$ of the bit operations in each iteration, putting a high priority on making multiplication run quickly; many decisions in the design of the implementation are driven by this primary target. This section describes these decisions and explains how the implementation carries out 131-coefficient binary-polynomial multiplication in less than 200 cycles on a single core.

The importance of avoiding DRAM. First experiments used an embarrassingly vectorized approach: $T$ threads in a multiprocessor work on $32 T$ independent multiplications in bitsliced form. The $32 T \times 2$ inputs are stored as 262 vectors of $32 T$ bits, and the $32 T$ outputs are stored as 261 vectors of $32 T$ bits.

The main difficulty with this approach is that, even if the outputs are perfectly overlapped with the inputs, even if no additional storage is required, the inputs cannot fit into registers and shared memory. For $T=128$ the inputs consume 134144 bytes, while shared memory and registers together have only 81920 bytes. Reducing $T$ to 64 (and tolerating 50\% GPU utilization) would fit the inputs into 67072 bytes, but would also make half of the registers inaccessible (since each thread can access at most 128 registers), reducing the total capacity of shared memory and registers to 49152 bytes.

There is more than enough space in DRAM, even with very large $T$, but DRAM throughput then becomes a serious bottleneck. A single pass through the input vectors, followed by a single pass through the output vectors, keeps the DRAM occupied for $523 T$ cycles (i.e., more than 16 cycles per multiplication), and any low-memory multiplication algorithm requires many such passes.

Different implementations of multiplication algorithms and complete iteration functions using this approach achieved a maximal speed of only 26 million iterations per second on a GTX 295. The remainder of this section describes a faster approach.

How to fit into shared memory. The SIMD programming model of GPUs highly relies on the exploitation of data-level parallelism. However, data-level parallelism does not require having each thread work on a completely independent computation: parallelism is also available within computations. For example, the addition of two 32-way-bitsliced field elements is nothing but a sequence of 13132 -bit xor operations; it naturally contains 131-way data-level parallelism. Similarly, there are many ways to break 131-coefficient binary-polynomial multiplication into several smaller polynomial multiplications that can be carried out in parallel.

Registers do not communicate between threads, so having several threads cooperate on a single computation requires the active data for the computation to fit into shared memory. On the other hand, registers have more space than shared memory; the multiplication in fact uses some registers as spill locations for data not involved in the multiplication, reversing the traditional direction of data spilling from registers to memory.

The final software carries out 128 independent 131-bit multiplications (i.e., four 32-way bitsliced 131-bit multiplications) inside shared memory and registers, with no DRAM access. This means that each multiplication has to fit within 1024 bits of shared memory. This would not have been a problem for schoolbook multiplication, but it was a rather tight fit for the fast Karatsuba-type multiplication algorithm described below; more simultaneous multiplications would have meant compromises in the multiplication algorithm.

The implementation uses 128 threads. This means that 32 threads are cooperating on each of the four 32 -way bitsliced 131-bit multiplications. Experiments confirmed that these are enough threads to hide most latencies in the most timeconsuming parts of the iteration function, particularly multiplication. The 131-bit multiplication algorithm allows close-to-32-way parallelization, as discussed below, although the parallelization is not perfect.

There would be fewer latency problems from 192 or 256 threads, but the overall benefit is overwhelmed by increased parallelization requirements within each multiplication. In the opposite direction, parallelization requirements could be reduced by running 96 or 64 threads, but below 128 threads the GPU performance drops almost linearly.

Vectorized 128-bit multiplication. The main task is now to multiply 131-bit polynomials, at each step using using 32 parallel bit operations to the maximum extent possible. The resulting algorithm is then repeated on 128 independent inputs to obtain what the code actually does with 128 threads: namely, 128 separate multipli-
cations of 131-bit polynomials, stored in bitsliced form as $4 \cdot 131$ 32-bit words, using 128 parallel 32-bit operations to the maximum extent possible.

The main part in the implementation consists in the slightly simpler task of multiplying 128-bit polynomials which is done by three levels of Karatsuba expansion. Each level uses $2 n$ xors to expand a $2 n$-bit multiplication into three $n$-bit multiplications, and then $5 n-3$ xors to collect the results (with Bernstein's refined Karatsuba from [Ber09b]).

Three levels of Karatsuba result in 27 16-bit polynomial multiplications. The inputs to these multiplications occupy a total of 864 bits, consuming most but not all of the 1024 bits of shared memory available to each 131-bit multiplication. A selfwritten scheduler for the code from [Ber09b] for a 16-bit polynomial multiplication produces a sequence of 350 bit-logical instructions and 63 load/store instructions that uses 67 registers. This sequence is used to carry out the 27 multiplications in parallel leaving 5 threads idle out of 32 . In total 108 16-bit polynomial multiplications coming from the four independent 131-bit polynomial multiplications are carried out by 108 threads.

The initial Karatsuba expansion is trivially parallelizable and is merged across all three levels, operating on blocks of 16 bits per operand and using 8 loads, 19 xors, and 27 stores per thread.

Karatsuba collection is more work: On the highest level (level 3), each block of 3 32-bit results (with leading coefficient zero) is combined into a 64-bit intermediate result for level 2 . This takes 5 loads ( 2 of these conditional), 3 xors and 3 stores per thread on each of the 9 blocks. Level 2 operates on blocks of 364 -bit intermediate results leading to 3128 -bit blocks of intermediate results for level 1 . This needs 6 loads and 5 xors for each of the 3 blocks. The 3 blocks of intermediate results of this step do not need to be written to shared memory and remain in registers for the following final step on level 1. Level 1 combines the remaining three blocks of 128 bits to the final 256 -bit result by 12 xors per thread.

Vectorized 131-bit multiplication. To multiply 131-bit polynomials each input is split into a 128 -bit low part and a 3 -bit high part, handling the $3 \times 3$-bit and $3 \times 128$ bit products separately.

The $3 \times 3$-bit multiplication is carried out almost for free by an otherwise idle $16 \times 16$ multiplication thread. The $3 \times 128$-bit multiplication is implemented straightforwardly by 6 loads for the 3 highest bits of each input, $3 \cdot 4$ combined load-ands per input, and 24 xors.

Overall the 131-coefficient polynomial multiplier uses 13087 bit operations, and about $40 \%$ of the ALU cycles are spent on these bit operations rather than on loads, stores, address calculations, and other overhead. An extra factor of about 1.1 is lost from 32-way parallelization, since the 32 threads are not always all active. For comparison, the Toom-type techniques from [Ber09b] use only 11961 bit operations, saving about $10 \%$, but appear to be more difficult to parallelize.

### 6.4.3 ECC2K-130 iterations on the GPU

Recall that polynomial multiplication, the topic of the previous section, consumes more than $80 \%$ of the bit operations in the ECC2K- 130 computation. This does not mean that the $20 \%$ overhead can be ignored. If, for example, the polynomialmultiplication code was carrying out useful bit operations in $40 \%$ of its cycles, while the remaining code was carrying out useful bit operations in only $10 \%$ of its cycles, the total time would be twice the polynomial-multiplication time.

This section discusses several aspects of the overhead in the ECC2K-130 computation and finally describes how the the different operations are combined to implement the ECC2K-130 iteration function. The main goal, as in the previous section, is to identify 32 -way parallelism in the bit operations inside each 131-bit operation. This is often more challenging for the operations described in this section than it is for multiplication, and in some cases requires changes to the algorithms to improve parallelism. Inputs to all of the algorithms described in this section are in permuted-normal-basis representation.

Basis conversion. Before two elements in permuted-normal-basis representation can be multiplied they have to be converted to optimal-polynomial-basis representation.

Consider an element $a$ of $\mathbb{F}_{2^{131}}$ in permuted normal basis:

$$
a=a_{0}\left(\zeta+\zeta^{-1}\right)+a_{1}\left(\zeta^{2}+\zeta^{-2}\right)+\cdots+a_{130}\left(\zeta^{131}+\zeta^{-131}\right)
$$

Basis conversion is now carried out in 6 levels of computation. On levels 0 and 1 of the basis-conversion algorithm the following sequence of operations is executed on bits $a_{0}, a_{62}, a_{64}, a_{126}$ :

$$
\begin{aligned}
a_{62} & \leftarrow a_{62}+a_{64} \\
a_{0} & \leftarrow a_{0}+a_{126} \\
a_{64} & \leftarrow a_{64}+a_{126} \\
a_{0} & \leftarrow a_{0}+a_{62}
\end{aligned}
$$

Meanwhile the same operations are performed on bits $a_{1}, a_{61}, a_{65}$, and $a_{125}$; on bits $a_{2}, a_{62}, a_{60}$, and $a_{124}$; and so on through bits $a_{30}, a_{32}, a_{94}$, and $a_{96}$. These 31 groups of bits are assigned to 32 threads, keeping almost all of the threads busy.

Merging levels 2 and 3 and levels 4 and 5 works in the same way. This assignment keeps 24 out of 32 threads busy on levels 2 and 3 , and 16 out of 32 threads busy on levels 4 and 5 . This assignment of operations to threads also avoids almost all memory-bank conflicts (see Subsection 6.4.1). A conversion to polynomial basis takes 1924 cycles.

Multiplication with reduction. Recall that a ppp multiplication produces a product in polynomial basis, suitable for input to a subsequent multiplication. A ppn multiplication produces a product in permuted normal basis, suitable for input to a squaring.

The main work in ppn, beyond polynomial multiplication, is a conversion of the product from polynomial basis to normal basis. This conversion is almost identical to the conversion to polynomial basis described above, except that it is double-size. The
main work in ppp is a slightly more complicated double-size conversion, with similar parallelization. One ppn multiplication takes 21083 cycles, a ppp multiplication takes 22362 cycles.

Squaring and $m$-squaring. Squaring and $m$-squaring in permuted-normal-basis representation are simply permutations.

The obvious method for 32 threads to permute 131 bits is for them to pick up the first 32 bits, store them in the correct locations, pick up the next 32 bits, store them in the correct locations, etc.; each thread performs 5 loads and 5 stores, with most of the threads idle for the final load and store. The addresses determined by the permutation for different $m$-squarings can be kept in constant memory. However, this approach triggers two GPU bottlenecks.

The first bottleneck is shared-memory bank throughput. Recall from Subsection 6.4.1 that threads in the same half-warp cannot simultaneously store values to the same memory bank. A self-written greedy search tool decides on a good order to pick up 131 bits, trying to avoid all memory bank conflicts for both the loads and the stores. For almost all values of $m$, including the most frequently used ones, this tool found a conflict-free assignment. For two values of $m$ the assignment involves a few bank conflicts, but these values are used only in inversion.

The second bottleneck is constant-memory throughput. If each thread $i$ loads from a constant array at position $i$ then the constant cache serves only one thread per cycle. This bottleneck is eliminated by moving these loads out of the main loop and dedicating 10 registers per thread to hold 20 load and 20 store positions for the 4 most-often used $m$-squarings, packing 41 -byte positions in one 32 -bit register. Unpacking the positions costs just one shift and one mask instruction for the two middle bytes, a mask instruction for the low byte and a shift instruction for the high byte.

Computation of $\phi^{j}$. The computation of $\phi^{j}$ is carried out in a similar way as in the Cell implementation, it also uses one 3 -squaring and 3 conditional $m$-squarings. The conditional $m$-squarings with $m=1,2,4$ use the table positions stored in registers and thus do not use any lookups from constant memory. Parallelization is the same as as for squarings and $m$-squarings described above. One computation of $\phi^{j}(x)$ takes 7283 cycles.

Addition. Adding 128 bitsliced elements of $\mathbb{F}_{2^{131}}$ is done by the 128 threads using 10 loads, 5 xors and 5 stores per thread. Out of these instructions, 2 loads, 1 xor and 1 store are conditional and only carried out by threads with thread ID smaller than 12.

Inversion. Inversion is implemented using the same sequence of multiplications, squarings, and $m$-squarings as on the Cell processor. It uses 3 squarings, 6 m squarings (with $m=2,4,8,16,32,65$ ), 15 conversions to polynomial basis, 7 ppn multiplications, and 1 ppp multiplication. One inversion takes 225116 cycles.

Hamming-weight computation. As in the Cell implementation the Hamming-weight computation receives a bitsliced input and computes a bitsliced output. More specifically, the first 8 bits of the input value $x$ are overwritten with bits $h_{0}, \ldots, h_{7}$ such that
the Hamming weight of the input value $x$ is $\sum_{i=0}^{7} h_{i} 2^{i}$. During the parallel computation of these 8 bits also other bits of $x$ are overwritten. The basic building block for the parallel computation is a full adder, which has three input bits $b_{1}, b_{2}, b_{3}$ and uses 5 bit operations to compute 2 output bits $c_{0}$, $c_{1}$ such that $b_{1}+b_{2}+b_{3}=c_{1} 2+c_{0}$. When the full adder overwrites one of the input bits with $c_{1}$ this bit gets a weight of 2. If three such bits with a weight of 2 are input to a full adder, one of the output bits will have a weight of 4 . More generally: If three bits with a weight of $2^{i}$ enter a full adder, one output bit will have a weight of $2^{i}$, the other one a weight of $2^{i+1}$. At the beginning of the computation all 131 bits have a weight of $2^{0}$.

Because there are many input bits, it is easy to keep many threads active in parallel. In the first addition round 32 threads perform 32 independent full-adder operations, 96 bits with weight $2^{0}$ are transformed into 32 bits with weight $2^{0}$ and 32 bits with weight $2^{1}$. This leaves $131-96+32=67$ bits of weight $2^{0}$ and 32 bits of weight $2^{1}$.

In the second round, 22 threads pick up 66 bits of weight $2^{0}$ and produce 22 bits of weight $2^{0}$ and 22 bits of weight $2^{1}$. At the same time 10 other threads pick up 30 bits of weight $2^{1}$ and produce 10 bits of weight $2^{1}$ and 10 bits of weight $2^{2}$. This leaves $67-66+22=23$ bits of weight $2^{0}, 32-30+22+10=34$ bits of weight $2^{1}$, and 10 bits of weight $2^{2}$.

In the third round 7 threads perform full-adder operations on 21 input bits with weight $2^{0}, 11$ threads perform full-adder operations on 33 input bits of weight $2^{1}$, and 3 threads perform full-adder operations on 9 input bits of weight $2^{2}$.

This parallel computation needs 13 rounds to compute the bits $h_{0}, \ldots, h_{7}$, i.e. 8 bits with weight $2^{0}, \ldots, 2^{7}$. The implementation actually uses a somewhat less parallel approach with 21 rounds, two of these rounds being half-adder operations which receive only 2 input bits and take only 2 bit operations. This has the benefit of simplifying computation of the input positions as a function of the thread ID.

Full iteration. Calling (launching) a GPU kernel from the CPU takes several microseconds on top of any time needed to copy data between global memory and the CPU. These costs are eliminated by running a single kernel for several seconds. The kernel consists of a loop around a complete iteration; it performs the iteration repeatedly without contacting the CPU. Any distinguished points are masked out of subsequent updates; distinguished points are rare, so negligible time is lost computing unused updates.

The kernel streams a batch of iterations in a simple way between global memory and shared memory; this involves a small number of global-memory copies in each iteration, these account for about $10 \%$ of the cycles per iteration. The kernel does not spill any additional data to DRAM; in particular, it avoids all use of local memory.

All of this sounds straightforward but in fact required completely redesigning the programming environment: Programs for NVIDIA GPUs are usually written in the C-like CUDA language, and translated by NVIDIA's nvcc compiler into a *.ptx file in a somewhat machine-independent PTX language. This $*$.ptx file is further translated by NVIDIA's ptxas compiler into a machine-specific binary $*$. cubin file. The $*$. cubin file is loaded onto the GPU and run. A notable difference between
programs running on GPUs and programs running on CPUs is that all functions implemented in *.cu files get inlined by nvcc to build one fully-inlined kernel.

NVIDIA's register allocators were designed to handle small kernels consisting of hundreds of instructions; their memory-use scaling appears to be quadratic with the kernel size, and their time scaling appears to be even worse. For medium-size kernels NVIDIA's compilers are intolerably slow; even worse, the resulting code involved frequent spills to local memory, dropping performance by an order of magnitude. For larger kernels the compilers ran out of memory (on a machine with 8 GB of RAM) and crashed.

Writing code in NVIDIA's PTX language did not solve this problem because PTX still requires compilation by ptxas; even though ptxas is labeled as an assembler it turns out to be the culprit in NVIDIA's register-allocation problems. To control register allocation the whole kernel is implemented in qhasm (see Section 2.8) and then compiled to the reverse-engineered assembler cudasm by van der Laan [vdL07]. According to [WPSAM10] the level-3 instruction cache of the G200b GPU has a size of 32 KB and is shared between 3 cores. A fully unrolled version of the code consists of more than 125,000 instructions (about 1 MB ) when using a batch size of 32 for Montgomery inversions. Using non-unrolled loops allows to increase the batch size to 128. The resulting code still does not fit into the level-3 instruction cache, incurring significant performance penalty.

The GPU instruction set contains a call instruction which can be used to implement function calls. Using such function calls to frequently used code blocks-in particular 131-coefficient polynomial multiplication-the code size is further reduced to 5202 instructions, almost fitting into the level-3 instruction cache.

With a batch size of 128 for Montgomery inversions on top of 128 parallel bitsliced streams of computation one iteration takes 1164 cycles.

### 6.5 Performance results and comparison

Both the implementation for the SPUs of the Cell Broadband Engine and the implementation for GPUs use a bitsliced approach and perform all arithmetic operations on 128 inputs in parallel so a lower bound of the cycles per iteration can be derived from the number of bit operations per iteration. Although each multiprocessor of the G200b GPU can theoretically perform 256 bit operations (8 logical instructions on 32 -bit words) and each SPU can perform only 128 bit operations per cycle, the number of cycles are higher on the GPU than on the Cell for all operations summarized in Table 6.1. There are several reasons that the code on the SPU gets so much closer to the lower bound defined by bit operations than the GPU:

- On the GPU load and store instructions are not free as on the Cell where in most cases they can be interleaved with logical instructions;
- carrying out computations on non-independent data by multiple threads costs additional instructions to compute indices based on the thread ID;
- not all 128 threads can be kept active all the time;
- 128 threads are enough to avoid severe latency problems, but are not enough to hide all latencies;
- threads are synchronized only within one warp, synchronizing threads across warps to avoid data hazards when accessing shared memory requires additional cycles;
- an overhead of about $10 \%$ is incurred by data transfers between global and shared memory;
- the size of the kernel is still slightly larger than the level-3 instruction cache; this leads to instruction-cache misses that degrade performance further.

Despite all these overheads a single NVIDIA GTX 295 graphics card is able to perform more than twice as many iterations per second as a Sony PlayStation 3: The 60 multiprocessors of the two G200b GPUs running at 1242 MHz perform 64.00 million iterations per second; the 6 usable SPUs of the Cell Broadband Engine in a PlayStation 3 running at 3192 MHz perform 25.82 million iterations per second.

Detailed performance numbers of the building blocks of both implementations are given in Table 6.1. The performance figures for the Cell Broadband Engine were measured on a PlayStation 3 named stan; details of this machine are given in Table 4.1. The measurements on the Cell were obtained by computing the average of 50 function calls. These averages are very stable as only one process can run on the SPU, access to the local storage is uncached and the SPUs use static branch prediction. Each function call performs 128 parallel bitsliced operations; Table 6.1 reports the cycles taken by one operation, i.e. the above average divided by 128. The overall performance of the iteration function ignores cost for outputting distinguished points and reading in new input points.

Benchmarks on the GPU cannot be obtained in the same way because the routines are all inlined and not implemented as separate functions. These numbers are instead obtained as follows: On a typical pass through the main loop (specifically, the 10000th pass), inside each thread, read the GTX 295's hardware cycle half-counter before and after each use of the routine and tally the cycles spent inside the routine. Repeat this experiment 20 times, with 128 threads in each experiment, yielding a total of $20 \cdot 128=2560$ cycle counts. To obtain numbers comparable to the measurements on the Cell Broadband Engine, each of these counts is divided by the number of "calls" to the respective routine and then divided by 128. Unlike for the Cell Broadband Engine the 2560 cycle counts contain a significant variation. This is due to the fact that threads running on one core do not necessarily take the same time inside the same operation. Table 6.1 reports average cycles and standard deviation from this average for the building blocks of the GPU implementation.

The expected total number of iterations required to solve the ECDLP given in the ECC2K-130 challenge is $2^{60.9}$ [ $\left.\mathrm{BBB}^{+} 09 \mathrm{~b}\right]$; together with the number of cycles per iteration on Cell SPU and NVIDIA GTX 295 respectively, this yields an estimate of the time it would take to solve the ECC2K-130 challenge: Running the software described in Section 6.3 on all 6 SPUs of Sony PlayStation 3 gaming consoles in parallel, the

Table 6.1: Cycle counts and bit-operations for the building blocks used by the Cell and the GPU implementations of the ECC2K-130 iteration function

| operation | bit operations | G200b core | CBE-SPU |
| :---: | :---: | :---: | :---: |
| normal-basis multiplication | 14249 | - | 129.96 |
| opt.-poly.-basis multiplications ppn multiplication | 13498 | $159.54 \pm 1.64$ |  |
| ppp multiplication | 13506 | $158.08 \pm 0.23$ |  |
| conversion to poly. basis | 325 | $12.63 \pm 0.05$ | - |
| squaring / m-squaring | 0 | $9.60 \pm 0.12$ | 2.56 |
| compute $\phi^{j}(x)$ | 1179 | $44.99 \pm 0.83$ | 10.78 |
| Hamming-weight computation | 625 | $41.60 \pm 0.11$ | 6.60 |
| test HW ( $x$ ) < 34 | 29 | $11.26 \pm 0.16$ | 6.59 |
| addition | 131 | $4.01 \pm 0.06$ | 3.84 |
| conditional addition | 262 | $6.81 \pm 0.77$ | - |
| inversion normal basis opt. poly. basis | $\begin{aligned} & 113992 \\ & 112867 \\ & \hline \end{aligned}$ | $1758.72 \pm 20.48$ | 1058.28 |
| Full iteration <br> $B=128$, opt. poly. basis <br> $B=14$, normal basis <br> $B=512$, normal basis | $\begin{aligned} & 73825 \\ & 80264 \\ & 75315 \end{aligned}$ | $1164.43 \pm 12.05$ | $\begin{aligned} & 781.20^{a} \\ & 741.79^{b} \end{aligned}$ |

${ }^{a}$ Compiled with spu-gcc -O3 -march=cell -mtune=cell -Wall -fschedule-insns -mstdmain -fomit-frame-pointer
${ }^{b}$ Compiled with spu-gcc -O3 -march=cell -mtune=cell -Wall -fschedule-insns -mstdmain
challenge could be solved in an expected time of one year with 2643 PlayStations. Running the software described in Section 6.4 on all 60 cores of NVIDIA GTX 295 video cards in parallel, the challenge could be solved in an expected time of one year with 1066 video cards. As a comparison, the challenge could also be solved in an expected time of one year using 3190 quad-core AMD Phenom 955 X4 processors with the implementation described in $\left[\mathrm{BBB}^{+} 09 \mathrm{~b}\right]$, or using 616 XC3S5000-4FG676 FPGAs with the implementation described in [ $\left.\mathrm{FBB}^{+} 10\right]$.

## 7

## Implementing Wagner's generalized birthday attack

Wagner's generalized birthday algorithm [Wag02a, Wag02b] is a a cryptanalytical algorithm that typically has performance bottlenecks very different from those addressed in the previous chapters. Instead of CPU performance it is hard-disk and network throughput that determines the performance of this algorithm for cryptographically relevant input sizes.

The implementation described in this chapter mounts the attack against the compression function of the toy version $\mathrm{FSB}_{48}$ of the Fast Syndrome-Based hash function (FSB) introduced by Augot, Finiasz and Sendrier in [AFS03] and submitted to the NIST SHA-3 competition [AFG $\left.{ }^{+} 09\right]$. The attack is carried out on a computer cluster with 5.5 TB of distributed storage, which is not enough for a straightforward realization of the attack. This lack of storage reflects the situation for most cryptanalytical applications of Wagner's generalized birthday attack.

Section 7.1 explains Wagner's generalized birthday attack and describes techniques to mount this attack in storage-restricted environments. Section 7.2 gives the necessary background of the target of the attack, namely the compression function of FSB and explains how it can be attacked using Wagner's algorithm. The main part of this chapter consists of the description of the attack strategy in Section 7.3 and implementation details in Section 7.4 Finally Section 7.5 gives timing results and estimates of how long a similar attack would take against the full versions of FSB.

This chapter is based on joint work with Bernstein, Lange, Niederhagen, and Peters published in [ $\left.\mathrm{BLN}^{+} 09\right]$. Aside from some minor changes to notation and phrasing the main differences between the content of this chapter and [ $\left.\mathrm{BLN}^{+} 09\right]$ are the following:

- a brief discussion of the efficiency of information-set decoding as an attack against the compression function of FSB is contained in [ $\left[\mathrm{BLN}^{+} 09\right]$ but omitted in this chapter; and
- this chapter contains a remark on the time it takes to find a collision in the full hash function $\mathrm{FSB}_{48}$ with Floyd's cycle-finding algorithm.


### 7.1 Wagner's generalized birthday attack

The classic birthday problem considers the probability that two people out of a group of $n$ people (for example a school class) have the same birthday. A slightly different question could be described as the "boys-girls birthday problem": What is the probability that in a group of $n$ girls and $m$ boys at least one boy and one girl have the same birthday? For $n=m$ this boys-girls birthday problem corresponds to the easiest instance of the generalized birthday problem which is the following:

Given $2^{i-1}$ lists of $B$-bit strings, find $2^{i-1}$ strings, exactly one per list, such that their xor is zero.

For just two lists $L_{0}$ and $L_{1}$ this problem can be solved by sorting $L_{0}$ and then checking for each element in $L_{1}$ whether it is also in $L_{0}$. For the case $i>2$ Wagner gave an algorithm in [Wag02a]. This algorithm became known as Wagner's generalized birthday attack, Wagner's generalized birthday algorithm or Wagner's tree algorithm.

### 7.1.1 Wagner's tree algorithm

Wagner's algorithm builds a binary tree starting from the input lists. Let $L_{j, k}$ denote list $k$ on level $j$ of this tree; the input lists are $L_{0,0}, L_{0,1}, \ldots, L_{0,2^{i-1}-1}$. For analysis of complexity and success probability of the algorithm assume that each list contains $2^{B / i}$ elements chosen uniformly at random from $\left[0, \ldots, 2^{B}-1\right]$.

The algorithm works as follows: On level 0 take the first two lists $L_{0,0}$ and $L_{0,1}$ and compare their list elements on the least significant $B / i$ bits. Given that each list contains about $2^{B / i}$ elements, $2^{B / i}$ pairs of elements are expected to be equal on those least significant $B / i$ bits. Take the xor of these pairs on all their $B$ bits and put it into a new list $L_{1,0}$. Similarly compare the other lists-always two at a time-and look for elements matching on their least significant $B / i$ bits which are xored and put into new lists. This process of merging yields $2^{i-2}$ lists containing each about $2^{B / i}$ elements which are zero on their least significant $B / i$ bits. This completes level 0 .

On level 1 take the first two lists $L_{1,0}$ and $L_{1,1}$ which are the results of merging the lists $L_{0,0}$ and $L_{0,1}$ as well as $L_{0,2}$ and $L_{0,3}$ from level 0 . Compare the elements of $L_{1,0}$ and $L_{1,1}$ on their least significant $2 B / i$ bits. As a result of the xoring in the previous level, the last $B / i$ bits are already known to be 0 , so it suffices to compare the next $B / i$ bits. Since each list on level 1 contains about $2^{B / i}$ elements the expected number of elements that match on these next $B / i$ bits is again $2^{B / i}$. The xor of each pair of
matching elements is put it into a new list $L_{2,0}$. Similarly compare the remaining lists on level 1.

Continue in the same way until level $i-2$. On each level $j$ consider the elements on their least significant $(j+1) B / i$ bits of which $j B / i$ bits are known to be zero as a result of the previous merge. Level $i-2$ produces two lists containing about $2^{B / i}$ elements. The least significant $(i-2) B / i$ bits of each element in both lists are zero. Comparing the elements of both lists on their $2 B / i$ remaining bits gives 1 expected match, i.e., one xor equal to zero. Since each element is the xor of elements from the previous steps this final xor is the xor of $2^{i-1}$ elements from the original lists and thus a solution to the generalized birthday problem.

### 7.1.2 Wagner in storage-restricted environments

A 2007 paper Ber07] by Bernstein includes two techniques to mount Wagner's attack on computers that do not have enough storage to hold all list entries. Various special cases of the same techniques also appear in a 2005 paper by Augot, Finiasz, and Sendrier [AFS05] and in a 2009 paper by Minder and Sinclair [MS09].

Clamping through precomputation. Suppose that there is space for lists of size only $2^{b}$ with $b<B / i$. Bernstein suggests to generate $2^{b+(B-i b)}$ entries per list and only consider those of which the least significant $B-i b$ bits are zero.

This idea can be generalized as follows: The least significant $B-i b$ bits can have an arbitrary value. This clamping value does not even have to be the same on all lists as long as the sum of all clamping values is zero. This is important if an attack does not produce a collision; in this case simply restart the attack with different clamping values.

Clamping through precomputation may be limited by the maximal number of entries that can be generated per list. Furthermore, halving the available storage space increases the precomputation time by a factor of $2^{i}$.

Note that clamping some bits through precomputation might be a good idea even if enough storage is available as it can reduce the amount of data in later steps and thus make those steps more efficient.

After the precomputation step Wagner's tree algorithm is applied to lists containing bit strings of length $B^{\prime}$ where $B^{\prime}$ equals $B$ minus the number of clamped bits. Performance evaluation considers lists on level 0 only after clamping through precomputation and then uses $B$ instead of $B^{\prime}$ for the number of bits in these entries.

Repeating the attack. Another way to mount Wagner's attack in storage-restricted environments is to carry out the whole computation with smaller lists leaving some bits at the end "uncontrolled"; repeatedly running the attack with different clamping values then deals with the lower success probability.

In the context of clamping through precomputation each repeated run can simply vary the clamping values used during precomputation. If for some reason no bits can be clamped through precomputation the same idea of changing clamping constants can be applied in an arbitrary merge step of the tree algorithm. Note that any solution to the generalized birthday problem can be found by some choice of clamping values.

Expected number of runs. Wagner's algorithm, without clamping through precomputation, produces an expected number of exactly one collision. However this does not mean that running the algorithm necessarily produces a collision.

In general, the expected number of runs of Wagner's attack is a function of the number of remaining bits in the entries of the two input lists of the last merge step and the number of elements in these lists.

Assume that $b$ bits are clamped on each level and that lists have length $2^{b}$. Then the probability to have at least one collision after running the attack once is

$$
P_{\text {success }}=1-\left(\frac{2^{B-(i-2) b}-1}{2^{B-(i-2) b}}\right)^{2^{2 b}}
$$

and the expected number of runs $E(R)$ is

$$
\begin{equation*}
E(R)=\frac{1}{P_{\text {success }}} . \tag{7.1}
\end{equation*}
$$

For larger values of $B-i b$ the expected number of runs is about $2^{B-i b}$. The total time for the attack $t_{W}$ is assumed to be linear in the amount of data on level 0 , i.e.,

$$
\begin{equation*}
t_{W} \in \Theta\left(2^{i-1} 2^{B-i b} 2^{b}\right) \tag{7.2}
\end{equation*}
$$

Here $2^{i-1}$ is the number of lists, $2^{B-i b}$ is approximately the number of runs, and $2^{b}$ is the number of entries per list. Observe that this formula usually underestimates the real time of the attack by assuming that all computations on subsequent levels are together still linear in the time required for computations on level 0 .

Using Pollard iteration. If because of storage restrictions the number of uncontrolled bits is high, it may be more efficient to use a variant of Wagner's attack that uses Pollard iteration [Pol78], [Knu98, Chapter 3, exercises 6 and 7].

Assume that $L_{0}=L_{1}, L_{2}=L_{3}$, etc., and that combinations $x_{0}+x_{1}$ with $x_{0}=$ $x_{1}$ are excluded. The output of the generalized birthday attack is then a collision between two distinct elements of $L_{0}+L_{2}+\cdots$.

Another approach is to start with only $2^{i-2}$ lists $L_{0}, L_{2}, \ldots$ and apply the usual Wagner tree algorithm, with a nonzero clamping constant to enforce the condition that $x_{0} \neq x_{1}$. The number of clamped bits before the last merge step is now ( $i-$ 3) $b$. The last merge step produces $2^{2 b}$ possible values, the smallest of which has an expected number of $2 b$ leading zeros, leaving $B-(i-1) b$ uncontrolled.

Think of this computation as a function mapping clamping constants to the final $B-(i-1) b$ uncontrolled bits and apply Pollard iteration to find a collision between the output of two such computations; combination then yields a collision of $2^{i-1}$ vectors.

As Pollard iteration has square-root running time, the expected number of runs for this variant is $2^{B / 2-(i-1) b / 2}$, each taking time $2^{i-2} 2^{b}$ (compare 7.2 ), so the expected running time is

$$
\begin{equation*}
t_{P W} \in \Theta\left(2^{i-2} 2^{B / 2-(i-1) b / 2+b}\right) \tag{7.3}
\end{equation*}
$$

The Pollard variant of the attack becomes more efficient than plain Wagner with repeated runs if $B>(i+2) b$.

### 7.2 The Fast Syndrome-Based hash function (FSB)

This section briefly describes the construction of the FSB hash function, omitting details that are necessary for implementing the function but do not influence the attack. The second part of this section gives a first idea of how Wagner's generalized birthday attack can be used to find collisions of the compression function of FSB.

### 7.2.1 Details of the FSB hash function

The Fast Syndrome-Based hash function (FSB) was introduced by Augot, Finiasz and Sendrier in 2003. See [AFS03], [AFS05], and AFG ${ }^{+} 09$ ]. The security of FSB's compression function relies on the difficulty of the "Syndrome Decoding Problem" from coding theory.

The FSB hash function processes a message in three steps: First the message is converted by a so-called domain extender into suitable inputs for the compression function which digests the inputs in the second step. In the third and final step the Whirlpool hash function designed by Barreto and Rijmen [BR01] is applied to the output of the compression function in order to produce the desired length of output. Wagner's generalized birthday attack targets the compression function.

The compression function. The main parameters of the compression function are called $n, r$ and $w$ : consider $n$ strings of length $r$ which are chosen uniformly at random and can be written as an $r \times n$ binary matrix $H$. Note that the matrix $H$ can be seen as the parity check matrix of a binary linear code. The FSB proposal [AFG $\left.{ }^{+} 09\right]$ actually specifies a particular structure of $H$ for efficiency; this structure is not exploited by the attack.

An $n$-bit string of weight $w$ is called regular if there is exactly a single 1 in each interval $\left[(i-1) \frac{n}{w}, i \frac{n}{w}-1\right]_{1 \leq i \leq w}$. Such an interval is called a block. The input to the compression function is a regular $n$-bit string of weight $w$.

The compression function works as follows: The matrix $H$ is split into $w$ blocks of $n / w$ columns. Each non-zero entry of the input bit string indicates exactly one column in each block. The output of the compression function is an $r$-bit string which is produced by computing the xor of all the $w$ columns of the matrix $H$ indicated by the input string.

Preimages and collisions. Finding a preimage to an output $x$ of one round of the compression function means finding a regular $n$-bit string of weight $w$ such that the compression function applied to this string yields $x$. A collision occurs if there are $2 w$ columns of $H$-exactly two in each block-which add up to zero.

Finding preimages or collisions means solving two problems coming from coding theory: finding a preimage means solving the Regular Syndrome Decoding problem
and finding collisions means solving the so-called 2-regular Null-Syndrome Decoding problem. Both problems were defined and proven to be NP-complete in [AFS05].

Parameters. Following the notation in $\left[\mathrm{AFG}^{+} 09\right]$ the version of FSB which produces a hash value of length length is denoted $\mathrm{FSB}_{\text {length }}$. Note that the output of the compression function has $r$ bits where $r$ is considerably larger than length.

For SHA-3 submissions, NIST required hash lengths of 224, 256, 384, and 512 bits, respectively. The SHA-3 proposal contains five versions of FSB: $\mathrm{FSB}_{160}, \mathrm{FSB}_{224}$, $\mathrm{FSB}_{256}, \mathrm{FSB}_{384}$, and $\mathrm{FSB}_{512}$. The parameters for those versions are listed in Table 7.1.

The proposal also contains $\mathrm{FSB}_{48}$, which is a reduced-size version of FSB and the main attack target here. The binary matrix $H$ for $\mathrm{FSB}_{48}$ has dimension $192 \times 3 \cdot 2^{17}$; i.e., $r$ equals 192 and $n$ is $3 \cdot 2^{17}$. In each round a message chunk is converted into a regular $3 \cdot 2^{17}$-bit string of Hamming weight $w=24$. The matrix $H$ contains 24 blocks of length $2^{14}$. Each 1 in the regular bit string indicates exactly one column in a block of the matrix $H$. The output of the compression function is the 192-bit xor of those 24 columns.

A pseudo-random matrix. The attack against $\mathrm{FSB}_{48}$ uses a pseudo-random matrix $H$ which is constructed as described in [ $\mathrm{AFG}^{+} 09$, Section 1.2.2]: $H$ consists of 2048 submatrices, each of dimension $192 \times 192$. For the first submatrix consider a slightly larger matrix of dimension $197 \times 192$. Its first column consists of the first 197 digits of $\pi$ where each digit is taken modulo 2 . The remaining 191 columns of this submatrix are cyclic shifts of the first column. The matrix is then truncated to its first 192 rows which form the first submatrix of $H$. For the second submatrix consider digits 198 up to 394 of $\pi$. Again build a $197 \times 192$ bit matrix where the first column corresponds to the selected digits (each taken modulo 2) and the remaining columns are cyclic shifts of the first column. Truncating to the first 192 rows yields the second block matrix of $H$. The remaining submatrices are constructed in the same way.

This is one possible choice for the matrix $H$. The attack described in the following does not make use of the structure of this particular matrix. The reason to use this particular matrix in the implementation is that it is also contained in the FSB reference implementation submitted to NIST by the FSB designers.

### 7.2.2 Attacking the compression function of $\mathrm{FSB}_{48}$

Coron and Joux pointed out in [CJ04] that Wagner's generalized birthday attack can be used to find preimages and collisions in the compression function of FSB. The following paragraphs present a slightly streamlined version of the attack of [CJ04] in the case of $\mathrm{FSB}_{48}$.

Determining the number of lists for a Wagner attack on $\mathrm{FSB}_{48}$. A collision for $\mathrm{FSB}_{48}$ is given by 48 columns of the matrix $H$ which add up to zero; the collision has exactly two columns per block. Each block contains $2^{14}$ columns and each column is a 192-bit string.

The attack uses 16 input lists to solve this particular 48 -sum problem. Each list entry is the xor of three columns coming from one and a half blocks. This ensures
that there are no overlaps, i.e., more than two columns coming from one matrix block in the end. Applying Wagner's attack in a straightforward way means that each list has at least $2^{[192 / 5\rceil}$ entries. Clamping away 39 bits in each step yields an expected collision after one run of the tree algorithm.

Building lists. The input to Wagner's algorithm are 16 lists containing 192-bit strings, each being the xor of three distinct columns of the matrix $H$. Each triple of three columns is selected from one and a half blocks of $H$ in the following way:

List $L_{0,0}$ contains the sums of columns $i_{0}, j_{0}, k_{0}$, where columns $i_{0}$ and $j_{0}$ come from the first block of $2^{14}$ columns, and column $k_{0}$ is picked from the following block with the restriction that it is taken from the first half of it. There are about $2^{27}$ sums of columns $i_{0}$ and $j_{0}$ coming from the first block. These two columns are then added to all possible columns $k_{0}$ coming from the first $2^{13}$ elements of the second block of the matrix $H$, yielding a total of about $2^{40}$ elements for $L_{0,0}$.

Observe that splitting every second block in half neglects several solutions of the 48 -xor problem. For example, a solution involving two columns from the first half of the second block cannot be found by this algorithm. However, fewer lists would require more storage and a longer precomputation phase to build the lists.

The second list $L_{0,1}$ contains sums of columns $i_{1}, j_{1}, k_{1}$, where column $i_{1}$ is picked from the second half of the second block of $H$ and $j_{1}$ and $k_{1}$ come from the third block of $2^{14}$ columns. This again yields about $2^{40}$ elements. The lists $L_{0,2}, L_{0,3}, \ldots, L_{0,15}$ are constructed analogously.

For each list this procedure generates more than twice the amount of list entries needed for a straightforward attack as explained above; about $2^{40} / 4$ of these entries are expected to be zero on their least significant two bits. Clamping those two bits away should thus yield a list of $2^{38}$ strings of length 190 . Now a straightforward application of Wagner's attack applied to 16 lists with about $2^{190 / 5}$ elements is expected to yield a collision after completing the tree algorithm.

### 7.3 Attack strategy

This section analyzes how much storage is required to carry out Wagner's attack against the compression function of $\mathrm{FSB}_{48}$, and describes the techniques used to mount the attack on a cluster with only 5.5 TB of storage.

### 7.3.1 How large is a list entry?

The number of bytes required to store one list entry depends on the representation of the entry.

Value-only representation. The obvious way of representing a list entry is as a 192bit string, the xor of columns of the matrix. Bits already known to be zero of course do not have to be stored, so on each level of the tree the number of bits per entry decreases by the number of bits clamped on the previous level. Ultimately, the output of the algorithm has to be not be the value of the entry-after a successful attack it will
be all-zero-but the column positions in the matrix that lead to this all-zero value. However, Subsection 7.3 .3 will show that computations only involving the value can be useful if the attack has to be run multiple times due to storage restrictions.
Value-and-positions representation. If enough storage is available just store positions in the matrix alongside the value. Observe that unlike storage requirements for values the number of bytes for positions increases in each entry with increasing levels, and becomes dominant for higher levels.

Compressed positions. Instead of storing full positions, storing positions modulo, for example, 256 saves storage. After the attack has successfully finished the full position information can be computed by checking which of the possible positions lead to the appropriate intermediate results on each level.

Dynamic recomputation. When keeping full positions the value does not have to be stored at all. Every time the value (or parts of it) is required it can be dynamically recomputed from the positions. In each level the size of a single entry doubles (because the number of positions doubles), the expected number of entries per list remains the same but the number of lists halves, so the total amount of data is the same on each level when using dynamic recomputation. As discussed in Section 7.2 there are $2^{40}$ possibilities to choose columns to produce entries of a list, so the positions on level 0 can be encoded in 40 bits ( 5 bytes).

Observe that it is possible to switch between certain representations during computation if at some level another representation becomes more efficient: from value-and-position representation to compressed-positions representation and back, from one of the above to compressed positions, and from any representation to value-only representation.

### 7.3.2 What list size can be handled with 5.5 TB of storage?

To estimate the storage requirements it is convenient to consider dynamic recomputation (storing positions only) because in this case the amount of required storage is constant over all levels and this representation has the smallest memory consumption on level 0 .

As described in Subsection 7.2.2 the attack can start with 16 lists of size $2^{38}$, each containing bit strings of length $r^{\prime}=190$. However, storing 16 lists with $2^{38}$ entries, each entry encoded in 5 bytes requires 20 TB of storage space.

The computer cluster used for the attack consists of eight nodes with a storage space of 700 GB each. Hence, the parameters of the attack have to change to cope with total storage limited to 5.5 TB .

On the first level there are 16 lists and each list entry needs at least 5 bytes. This means that at most $5.5 \cdot 2^{40} / 16 / 5=1.1 \times 2^{36}$ entries per list fit into 5.5 TB of storage. Some of the disk space is used for the operating system and so a straightforward implementation would use lists of size $2^{36}$.

Clamping 4 bits in the $2^{40}$ generated entries during precomputation yields lists of expected size $2^{36}$. Entries in these lists have a length of 188 bits (represented
through 5 bytes holding the positions from the matrix). Clamping 36 bits in each of the 3 steps leaves two lists of length $2^{36}$ with 80 non-zero bits. According to 7.1 this attack approach requires 256.5 expected repetitions to find a collision. The only way of increasing the list size to $2^{37}$ and thus reducing the number of runs is to use value-only representation on higher levels.

### 7.3.3 The strategy

The main idea of the attack strategy is to distinguish between the task of finding clamping constants that yield a final collision and the task of actually computing the collision.

Finding appropriate clamping constants. The task of just finding clamping constants that yield a collision does not require storing the matrix positions. Whenever storing the value needs less space than storing the matrix positions, the list entries can thus be compressed to value-only representation. As a side effect this speeds up the computations because less data has to be loaded and stored. Based on this observation the first phase of the attack is carried out as follows:

Starting from lists $L_{0,0}, \ldots, L_{0,7}$, each containing $2^{37}$ entries first compute list $L_{3,0}$ (see Figure 7.1) on the eight cluster nodes. This list has entries with 78 remaining bits each. Section 7.4 will explain how these entries are presorted on hard disk according to 9 bits that do not have to be stored. Another 3 bits are determined by the node holding the data (see also Section 7.4) so only 66 bits or 9 bytes of each entry have to be stored, yielding a total storage requirement of 1152 GB versus 5120 GB necessary for storing entries in positions-only representation.

Continue with the computation of list $L_{2,2}$, which has entries of 115 remaining bits. Again 9 of these bits do not have to be stored due to presorting, 3 are determined by the node, so only 103 bits or 13 bytes have to be stored, yielding a storage requirement of 1664 GB instead of 2560 GB for uncompressed entries.

After these lists have been stored persistently on disk, proceed with the computation of list $L_{2,3}$, then $L_{3,1}$ and finally check whether $L_{4,0}$ contains at least one element. These computations require another 2560 GB .

The total amount of storage sums up to $1152 \mathrm{~GB}+1664 \mathrm{~GB}+2560 \mathrm{~GB}=$ 5376 GB ; obviously all data fits onto the hard disk of the eight nodes.

If a computation with given clamping constants is not successful, change clamping constants only for the computation of $L_{2,3}$. The lists $L_{3,0}$ and $L_{2,2}$ do not have to be computed again. All combinations of clamping values for lists $L_{0,12}$ to $L_{0,15}$ summing up to 0 are allowed. Therefore there are a large number of valid clamp-bit combinations.

With 37 bits clamped on every level and 3 clamped through precomputation only 4 bits are left uncontrolled and therefore, according to (7.1), the expected number of repetitions to find a collision is only 16.5 .

Computing the matrix positions of the collision. After an appropriate set of clamping constants has been found in phase 1 of the attack and the values in $L_{3,0}$ and $L_{3,1}$


Figure 7.1: Structure of the generalized birthday attack against $\mathrm{FSB}_{48}$ : in each box the upper line denotes the list, the lower line gives the nodes holding fractions of this list
yielding a collision are known, phase 2 recomputes lists $L_{3,0}$ and $L_{3,1}$ and keeps track of matrix positions.

For this task all list entries are encoded in positions-only representation. On level 0 and level 1 this is the most space-efficient approach. Switching to compressedpositions representation on higher levels would not result in a significant speedup. In total each of the two half-tree computations requires 5120 GB of storage, so they have to be performed one after the other on eight nodes.

### 7.4 Implementing the Attack

The computation platform for this particular implementation of Wagner's generalized birthday attack on FSB are eight nodes of the Coding and Cryptography Computer Cluster at Eindhoven University of Technology [Lan]. Each node has an Intel Core 2 Quad Q6600 CPU with a clock rate of 2.40 GHz and direct fully cached access to 8 GB of RAM. About 700 GB mass storage are provided by a Western Digital SATA hard disk with 20 GB reserved for system and user data. The nodes are connected via switched Gigabit Ethernet using Marvell PCI-E adapter cards.

Communication between the nodes is implemented using the Message Passing Interface (MPI) API. MPI offers synchronous message-based communication primitives and an easy interface to start the application on all nodes and to initialize the communication paths. More specifically, the implementation uses MPICH2 [mpi] which is an implementation of the MPI 2.0 standard from the University of Chicago. MPICH2 provides an Ethernet-based back end for the communication with remote nodes and a fast shared-memory-based back end for local data exchange.

The rest of this section explains the implementation techniques used to parallelize and streamline Wagner's attack to make the best of the available hardware.

### 7.4.1 Parallelization

Most of the time in the attack is spent on determining the right clamping constants. As described in Section 7.3 this involves computations of several partial trees, e.g., the computation of $L_{3,0}$ from lists $L_{0,0}, \ldots, L_{0,7}$ (half tree) or the computation of $L_{2,2}$ from lists $L_{0,8}, \ldots, L_{0,11}$ (quarter tree). There are also computations that do not start with lists of level $0 ; L_{3,1}$ for example is computed from the (previously computed and stored) lists $L_{2,2}$ and $L_{2,3}$.

Lists of level 0 are generated with the current clamping constants. On every level, each list is sorted and afterward merged with its neighboring list giving the entries for the next level. The sorting and merging is repeated until the final list of the partial tree is computed.

Distributing data over nodes. This algorithm is parallelized by distributing fractions of lists over the nodes in a way that allows each node to perform sort and merge locally on two lists. On each level of the computation, each node contains fractions of two lists. The lists on level $j$ are split between $n$ nodes according to $\lg (n)$ bits of each value. For example when computing the left half-tree, on level 0 , node 0
contains all entries of lists 0 and 1 ending with a zero bit (in the bits not controlled by initial clamping), and node 1 contains all entries of lists 0 and 1 ending with a one bit.

Therefore, from the view of one node, on each level the fractions of both lists are loaded from hard disk, the entries are sorted and the two lists are merged. The newly generated list is split into its fractions and these fractions are sent over the network to their associated nodes. There the data is received and stored onto the hard disk.

Presorting into parts. To be able to perform the sort in memory, incoming data is presorted into one of 512 parts according to the 9 least significant bits of the current sort range. This leads to an expected part size for uncompressed entries of 640 MB ( 0.625 GB ) which can be loaded into main memory at once to be sorted further. The benefits of presorting the entries before storing are the following:

- Sorting a whole fraction, that exceeds the size of the memory, can be decomposed into sorting its presorted parts independently;
- two adjacent parts of the two lists on one node (with the same presort-bits) can be merged directly after they are sorted; and
- compressing entries to value-only representation can save 9 more bits.

Sorting and merging. Sorting the presorted parts in memory uses radix sort. Merging two sorted parts is implemented straightforwardly. If blocks of entries in both lists share the same value on the compared $b$ bits, then all possible combinations are generated: specifically, if a $b$-bit string appears in the compared positions in $c_{1}$ entries in the first list and $c_{2}$ entries in the second list then all $c_{1} c_{2}$ xors appear in the output list.

### 7.4.2 Efficient implementation

Cluster computation imposes three main bottlenecks:

- the computational power and memory latency of the CPUs for computationintensive applications,
- limitations of network throughput and latency for communication-intensive applications, and
- hard-disk throughput and latency for data-intensive applications.

Wagner's algorithm imposes hard load on all of these components: a large amount of data needs to be sorted, merged and distributed over the nodes occupying as much storage as possible. Therefore, demand for optimization is primarily determined by the slowest component in terms of data throughput; latency generally can be hidden by pipelining and data prefetch.


Figure 7.2: Benchmarks measuring hard-disk and network throughput.

Finding bottlenecks. Hard-disk and network throughput of the cluster machines for different packet sizes are shown in Figure 7.2. These numbers were obtained with two self-written micro-benchmarks. Note that the hard-disk benchmark measures hard-disk throughput directly on the device, circumventing the filesystem, to reach peak performance of the hard disk.

The benchmarks show that, for sufficiently large packets, the performance of the system is mainly bottlenecked by hard-disk throughput. Since the throughput of MPI over Gigabit Ethernet is higher than the hard-disk throughput for packet sizes larger than $2^{16}$ bytes and since the same amount of data has to be sent that needs to be stored, no performance penalty is expected from the network for this size of packets.

Therefore, the highest priority of the implementation is an interface to the hard disk that permits maximum hard-disk throughput. The second goal was to optimize the implementation of sort and merge algorithms up to a level where the hard disks are kept busy at peak throughput.

Persistent data storage. The implementation does not need any caching-, journalingor even filing-capabilities of conventional filesystems, and thus uses a self-written minimalistic throughput-optimized filesystem. It provides fast and direct access to the hard disk and stores data in fixed-size "files" of 1497600 bytes. This is a multiple of all list-entry sizes occurring in the computations ( 5 bytes, 9 bytes, 13 bytes, 10 bytes, 20 bytes, and 40 bytes) so that when a part is loaded from disk, it can be treated as a continuous field of entries. Furthermore it is a multiple of 512 bytes, the DMA-transfer block size.

Each cluster node has one large unformatted data partition /dev/sda1, which is directly opened by this filesystem using native Linux file I/O. Caching is deactivated by using the open flag O_DIRECT: after data has been written, it is not read for a long time and does not benefit from caching. All administrative information is persistently stored as a file in the native Linux filesystem and mapped into the virtual address space of the process. On sequential access, the throughput of this system reaches about $90 \mathrm{MB} / \mathrm{s}$ which is roughly the maximum that the hard disk permits.

Tasks and threads. The cluster nodes are driven by quad-core CPUs. To make use of the computational power of all cores the implementation uses multi-threaded parallelization. On the one side, the receiving, presorting and storing, on the other side, the loading, sorting, merging and sending tasks are pipelined. Sending and receiving data is implemented in multiple threads, another thread manages the abovedescribed filesystem. The core of the implementation is given by five threads which process the main computation. There are two threads which have the task of presorting incoming data (one thread for each list). Furthermore, sorting is parallelized with two threads (one thread for each list) and another thread takes care of the merging task.

Memory layout. The benchmarks show that bigger buffers generally lead to higher throughput (see Figure 7.2). However, the sum of all buffer sizes is limited by the size of the available RAM.

- Due to pipelining the list parts need 6 buffers in memory. On level 0 (the worst case) one list containing $2^{37}$ entries is distributed over 2 nodes and presorted into 512 parts; thus the size of each part should be larger than $\left(2^{37} / 2 / 512\right) \cdot 5$ bytes $=640 \mathrm{MB}$. The actual size of a part must be a multiple of 1497600 bytes, the size of the files the filesystem works with; it is set to $5 \times 9 \times 13 \times 512 \times$ $5 \times 512=766771200$ bytes ( 731.25 MB ) for each part. The six buffers thus require 4.3 GB .
- Double-buffered sending and receiving from and t 8 nodes requires 32 network buffers. Each of these buffers has a size of $2^{20} \cdot 5$ bytes $=5 \mathrm{MB}$, adding up to total of 160 MB .
- Presorting the entries double-buffered into 512 parts of two lists needs 2048 buffers of size 1497600 bytes each, in total 2925 MB.

Overall the implementation requires about 7.4 GB of RAM leaving enough space for the operating system and additional data as stack and the administrative data for the filesystem.

Efficiency and further optimizations. With the above-described assignment of tasks to threads, the CPU usage is about $60 \%$ and reaches a peak of about $80 \%$, the average hard-disk throughput is about $40 \mathrm{MB} / \mathrm{s}$. The hard-disk benchmark (see Figure 7.2) shows that an average throughput between $45 \mathrm{MB} / \mathrm{s}$ and $50 \mathrm{MB} / \mathrm{s}$ should be feasible for packet sizes of 1.5 MB . With further optimization of the sorting step it would probably be possible to get closer to this maximum hard-disk throughput.

### 7.5 Results

The implementation described in Sections 7.3 and 7.4 has successfully run and found a collision in the compression function of $\mathrm{FSB}_{48}$. This section presents

- the estimates, before starting the attack, of the amount of time that the attack would need;
- measurements of the amount of time actually consumed by the attack; and
- comments on how different amounts of storage would have changed the attack time.


### 7.5.1 Cost estimates

Finding appropriate clamping constants. As described before the first major step is to compute a set of clamping values which leads to a collision. In this first step entries are stored by positions on level 0 and 1 and from level 2 on list entries consist of values (see Figure 7.1). Computation of list $L_{3,0}$ takes about 32 hours and list $L_{2,2}$ about 14 hours, summing up to 46 hours. These computations need to be done only once. The time needed to compute list $L_{2,3}$ is about the same as for $L_{2,2}$ (14 hours), list $L_{3,1}$ takes about 4 hours and checking for a collision in lists $L_{3,0}$ and $L_{3,1}$ on level 4 about another 3.5 hours, summing up to about 21.5 hours. The expected value of repetitions of these steps is 16.5 . The expected time to finish the first phase of the attack is thus 355 hours.

Computing the matrix positions of the collision. Finally, computing the matrix positions after finding a collision requires recomputation with uncompressed lists. The last two lists $L_{3,0}$ and $L_{3,1}$ do not have to be computed completely but only until the values are found that are known to yield the collision. In the worst case this computation with uncompressed (positions-only) entries takes 33 hours for each half-tree, summing up to 66 hours.
Total expected time. The expected total time to find a collision in $\mathrm{FSB}_{48}$ compression function is thus $46+355+66=467$ hours or about 19.5 days.

### 7.5.2 Cost measurements

The first phase of the attack found clamping constants after only 5 iterations instead of the expected 16.5. In total it took 5 days, 13 hours and 20 minutes.

Recomputation of the positions in $L_{3,0}$ took 1 day, 8 hours and 22 minutes; recomputation of the positions in $L_{3,1}$ took 1 day, 2 hours and 11 minutes. In total the attack took 7 days, 23 hours and 53 minutes.

Recall that the matrix used in the attack is the pseudo-random matrix defined in Section 7.2. The following matrix positions were found to yield a collision in the compression function: 734, 15006, 20748, 25431, 33115, 46670, 50235, 51099, 70220, 76606, 89523, 90851, 99649, 113400, 118568, 126202, 144768, 146047,

153819, 163606, 168187, 173996, 185420, 191473, 198284, 207458, 214106, 223080, 241047, 245456, 247218, 261928, 264386, 273345, 285069, 294658, 304245, 305792, 318044, 327120, 331742, 342519, 344652, 356623, 364676, 368702, 376923, 390678.

### 7.5.3 Time-storage tradeoffs

As described in Section 7.3, the main restriction on the attack strategy was the total amount of background storage. With 10496 GB of storage at hand the attack could use lists of size $2^{38}$, again using the compression techniques described in Section 7.3 . This would give exactly one expected collision in the last merge step and thus reduce the expected number of required runs to find the right clamping constants from 16.5 to 1.58 . With a total storage of 20 TB a straightforward Wagner attack without compression becomes feasible which eliminates the need to recompute two half trees at the end.

Increasing the size of the background storage even further would eventually allow storing list entry values alongside the positions and thus eliminate the need for dynamic recomputation. However, the performance of the attack is bottlenecked by hard-disk throughput rather than CPU time so this measure would not improve performance.

On clusters with even less background storage the expected number of runs for finding appropriate clamping constants (asymptotically) increases by a factor of 16 with each halving of the storage size. For example a cluster with 2688 GB of storage can only handle lists of size $2^{36}$. The attack would then require (expected) 256.5 computations to find appropriate clamping constants.

Of course the time required for one half-tree computation depends on the amount of data. As long as the performance is mainly bottlenecked by hard-disk (or network) throughput the running time is linearly dependent on the amount of data, i.e., a Wagner computation involving 2 half-tree computations with lists of size $2^{38}$ is about 4.5 times as fast as a Wagner computation involving 18 half-tree computations with lists of size $2^{37}$.

### 7.6 Scalability Analysis

The attack described in this chapter including the variants discussed in Section 7.5 are much more expensive in terms of time and especially memory than a bruteforce attack against the full 48 -bit hash function $\mathrm{FSB}_{48}$. For example, even poorlyoptimized software based on Floyd's cycle-finding algorithm finds a collision in the hash function $\mathrm{FSB}_{48}$ in less than 1 minute and 20 seconds on just one core of one cluster node with negligible storage requirements. The collision this software finds is in the two strings d8 10 d0 d1 f9 a5 and $6 e 80310 b$ fd c2, both producing the hash value 3 b 5 f 861 e 2275.

Also for the full versions of FSB the designers overestimated the power of Wagner's attack. The resulting poor performance of the FSB hash function in software

Table 7.1: Parameters of the FSB variants and estimates for the cost of generalized birthday attacks against the compression function. For Pollard's variant the number of lists is marked with a *. Storage is measured in bytes.

|  | $\mathbf{n}$ | $\mathbf{w}$ | $\mathbf{r}$ | Lists | list <br> size | Bits/ <br> entry | Total <br> storage | Time |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| $\mathrm{FSB}_{48}$ | $3 \times 2^{17}$ | 24 | 192 | 16 | $2^{38}$ | 190 | $5 \cdot 2^{42}$ | $5 \cdot 2^{42}$ |
| $\mathrm{FSB}_{160}$ | $7 \times 2^{18}$ | 112 | 640 | 16 | $2^{127}$ | 632 | $17 \cdot 2^{131}$ | $17 \cdot 2^{131}$ |
|  |  |  |  | $16^{*}$ | $2^{60}$ | 630 | $9 \cdot 2^{64}$ | $9 \cdot 2^{224}$ |
| $\mathrm{FSB}_{224}$ | $2^{21}$ | 128 | 896 | 16 | $2^{177}$ | 884 | $24 \cdot 2^{181}$ | $24 \cdot 2^{181}$ |
|  |  |  |  | $16^{*}$ | $2^{60}$ | 858 | $13 \cdot 2^{64}$ | $13 \cdot 2^{343}$ |
| $\mathrm{FSB}_{256}$ | $23 \times 2^{16}$ | 184 | 1024 | 16 | $2^{202}$ | 1010 | $27 \cdot 2^{206}$ | $27 \cdot 2^{206}$ |
|  |  |  |  | $16^{*}$ | $2^{60}$ | 972 | $14 \cdot 2^{64}$ | $14 \cdot 2^{386}$ |
|  |  |  |  | $32^{*}$ | $2^{56}$ | 1024 | $18 \cdot 2^{60}$ | $18 \cdot 2^{405}$ |
| $\mathrm{FSB}_{384}$ | $23 \times 2^{16}$ | 184 | 1472 | 16 | $2^{291}$ | 1453 | $39 \cdot 2^{295}$ | $39 \cdot 2^{295}$ |
|  |  |  |  | $32^{*}$ | $2^{60}$ | 1467 | $9 \cdot 2^{65}$ | $18 \cdot 2^{618.5}$ |
| $\mathrm{FSB}_{512}$ | $31 \times 2^{16}$ | 248 | 1984 | 16 | $2^{393}$ | 1962 | $53 \cdot 2^{397}$ | $53 \cdot 2^{397}$ |
|  |  |  |  | $32^{*}$ | $2^{60}$ | 1956 | $12 \cdot 2^{65}$ | $24 \cdot 2^{863}$ |

(and also hardware) is probably one of the reasons why FSB was not chosen for the second round in the SHA-3 competition.

This section gives estimates of the power of Wagner's attack against the larger versions of FSB. Table 7.1 gives the parameters of all FSB hash functions.

A straightforward Wagner attack against $\mathrm{FSB}_{160}$ uses 16 lists of size $2^{127}$ containing elements with 632 bits. The entries of these lists are generated as xors of 10 columns from 5 blocks, yielding $2^{135}$ possibilities to generate the entries. Precomputation includes clamping of 8 bits. Each entry then requires 135 bits of storage so each list occupies more than $2^{131}$ bytes. For comparison, the largest currently available storage systems offer a few petabytes ( $2^{50}$ bytes) of storage.

To limit the amount of memory one can instead generate, e.g., 32 lists of size $2^{60}$, where each list entry is the xor of 5 columns from 2.5 blocks, with 7 bits clamped during precomputation. Each list entry then requires 67 bits of storage.

Clamping 60 bits in each step leaves 273 bits uncontrolled so the Pollard variant of Wagner's algorithm (see Subsection 7.1.2) becomes more efficient than the plain attack. This attack generates 16 lists of size $2^{60}$, containing entries which are the xor of 5 columns from 5 distinct blocks each. This gives us the possibility to clamp 10 bits through precomputation, leaving $B=630$ bits for each entry on level 0 .

The time required by this attack is approximately $2^{224}$ (see 7.3). This is substantially faster than a brute-force collision attack on the compression function, but is clearly much slower than a brute-force collision attack on the hash function, and even slower than a brute-force preimage attack on the hash function.

Similar statements hold for the other full-size versions of FSB. Table 7.1 gives rough estimates for the time complexity of Wagner's attack without storage restriction and with storage restricted to a few hundred exabytes ( $2^{60}$ entries per list). These estimates only consider the number and size of lists being a power of 2 and the number of bits clamped in each level being the same. The estimates ignore the time complexity of precomputation. Time is computed according to (7.2) and 7.3) with the size of level-0 entries (in bytes) as a constant factor.

Although fine-tuning the attacks might give small speedups compared to the estimates, it is clear that the compression function of FSB is oversized, assuming that Wagner's algorithm in a somewhat memory-restricted environment is the most efficient attack strategy.
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## Summary

## High-speed Cryptography and Cryptanalysis

Modern digital communication relies heavily on cryptographic protection to ensure data integrity and privacy. In order to deploy state-of-the art cryptographic primitives and protocols in real-world scenarios, one needs to highly optimize software for both speed and security. This requires careful choices of high-level cryptographic parameters, low-level optimization of software on the assembly level for a given microarchitecture and considerations of the subtle interactions between high-level and low-level optimizations. This thesis considers three examples of cryptographic primitives and describes software implementations of these primitives that set new speed records.

The Advanced Encryption Standard (AES) is one of the most widely used symmetric cryptographic primitives. The traditional implementation approach for AES is based on table lookups. While software based on this approach still achieves best performance for a variety of 32 -bit and 64-bit architectures, it is usually vulnerable to cache-timing attacks. Another implementation approach for AES is the bitslicing technique. Not only is software based on this approach inherently protected against cache-timing attacks, on some microarchitectures it even achieves better performance.

Elliptic-curve cryptography is the current state of the art of asymmetric cryptography. For elliptic-curve Diffie-Hellman key exchange, Bernstein proposed the Curve25519 function. Several speed-record-setting implementations of this function have been developed for a variety of architectures. Optimizing Curve25519 software for the Synergistic Processor Units of the Cell Broadband Engine is a particularly interesting challenge because the small integer multipliers of this architecture do not seem to make it the best-suited platform for public-key cryptography.

Another use of elliptic curves in cryptography is in the construction of cryptographic pairings. In order to make pairings fast and secure, very special elliptic curves-so-called pairing-friendly curves-are required. For cryptographic pairings on the 128 -bit security level Barreto-Naehrig curves of size about 256 bits are the best choice. Optimizing pairing software is more complex than optimizing, e.g., elliptic-curve Diffie-Hellman key-exchange software. The reason is that pairings involve multiple computation steps and multiple mathematical structures. A choice of parameters considering only some of these steps or structures is likely to incur high performance penalties in the other steps or structures.

Evaluating the security of cryptographic primitives requires cryptanalytic effort. In many ways optimizing cryptanalytic algorithms is similar to optimizing cryptographic primitives: Careful choices of high-level algorithmic parameters such as a Pollard rho iteration function need to be combined with low-level software optimization. A major difference when optimizing cryptanalytic algorithms is the high degree of parallelism that requires additional understanding in optimizing parallel algorithms and in network protocols. This thesis considers two cryptanalytical applications with very different performance bottlenecks and optimization requirements.

Pollard's rho algorithm is the best known algorithm to solve the elliptic-curve discrete-logarithm problem for most prime-order elliptic-curve groups. Large instances of this problem, such as Certicom's challenge ECC2K-130 considered in this thesis, are usually solved using a parallel version of Pollard's rho algorithm, which uses a client-server approach. The efficiency of this approach is mainly determined by the speed of the iteration function, which runs on all clients independently in parallel.

A cryptanalytical algorithm with significantly more complex parallelization requirements is Wagner's tree algorithm. This algorithm involves a huge amount of data for cryptographically relevant inputs; each byte of data needs to be loaded and stored several times. In a parallel environment with distributed storage data cannot be kept local: each byte also needs to be sent various times over the network. The implementation of Wagner's tree algorithm to find a collision in the toy version $\mathrm{FSB}_{48}$ of the SHA-3 round- 1 candidate FSB on a cluster of 8 computers with a total of 5.5 TB of distributed storage demonstrates techniques to apply this algorithm in storage-restricted environments.
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